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dashed is 90th percentile, white dotted is 99th percentile, and color dash-dotted is
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HIPERWIND (HIghly advanced Probabilistic design and Enhanced Reliability methods for high-
value, cost-efficient offshore WIND) is a research project funded by EU’s Horizon2020 program
under Grant Agreement number 101006689. Hiperwind answered the LC-SC3-RES-31-2020 call:
Offshore wind science and balance of plant. The project activities took place between December
2020 and September 2024. This document provides a summary of the scientific results from the
project and highlights important findings. Parts of the document include references and extracts
from project deliverable reports or associated scientific publications, including reproduction of key
figures. The reader is referred to the other project publications for full details on the scientific
work. These publications are listed in section 9.1 (Deliverable reports) and section 9.4 (Scientific
papers).

The overall objective of HIPERWIND is achieving a 9% reduction in the Levelized Cost
of Energy of offshore wind farms, through advancements of basic wind energy science which will
lead to reductions in risk and uncertainty.

A key focus area of Hiperwind is managing uncertainties. Uncertainties translate into higher
safety margins (see illustration in Figure 1.1), adding materials to components, shorter main-
tenance cycles, and increases in the cost of financing wind farms. Uncertainty management is
consequently a driver in reducing costs and improving the production, reliability, and thereby the
value of offshore wind.

Figure 1.1: Illustration of the effect of uncertainty on design safety

Leveraging measured data and advanced physics-based and data-driven models, this uncer-
tainty management and reduction philosophy is applied throughout the offshore wind turbine
design modelling chain. The specific project objectives include:

• SO1: Improve the accuracy and spatial resolution of met-ocean models and quantify key
uncertainties in environmental conditions that affect offshore wind farm design and oper-
ation, including wind resource, wind turbulence, waves, and their interactions, and joint
probability distributions – to achieve a 30% total reduction of uncertainty in environmental
exposure (WP2).

• SO2: Develop novel load assessment methods tailored to the dynamics of large offshore
fixed-bottom and floating wind turbines, realistically capturing complex phenomena such
as fluid-structure interaction, wake effects and transient weather events, thus leading to a
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30% reduction in load assessment uncertainty (WP3).
• SO3: Develop an efficient reliability computation framework, treating uncertainties in a

consistent way and making full-scale probabilistic design approach feasible (WP4).
• SO4: Develop and validate the modelling framework for degradation of offshore wind

turbine components due to loads and environment, to establish representative design load
criteria for major components and enable reduction in maintenance costs (WP5).

• SO5: Prioritize concrete, quantified measures that result in LCOE reduction of at least
9% and market value improvement of 1% for offshore wind energy, based on the developed
new technologies (WP6).

The HIPERWIND concept for delivering these objectives (Figure 1.2) establishes a sequential
strategy: improved modelling of environmental conditions, leading to improved load predictions,
which in turns leads to better reliability assessment and lower uncertainty, resulting in more
cost-efficient design and operations, for more cost-efficient and higher-value offshore wind. Un-
certainty quantification and reduction through advanced physical models that are supplemented
with measurements is a cross-cutting theme across all work packages covering the entire project.
In the design phase, the uncertainty reduction results in a more efficient use of materials, to-
gether with a reduction in engineering studies needed for the development of a given offshore
wind farm. In the operation phase, uncertainty reduction means lower operating risk, increased
energy production, and less unscheduled maintenance.

Figure 1.2: Hiperwind concept

The scientific work in Hiperwind is distributed in six technical work packages. Figure 1.3
illustrates some of the key activities, and the scopes of the individual work packages are briefly
outlined below.

• WP1 Data Acquisition and Case Study Definition: WP1 provides essential inputs
to ensure timely start of other project activities. The available measurement data are
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formatted into useable samples for other work packages. The aero-hydro-servo-elastic
models of the turbines to be studied are defined, and are used to build an initial set of
aero-hydro-servo-elastic simulations allowing work on lifetime and reliability models (WP4
and WP5) to begin before WP2 and WP3 are complete.

• WP2 Environmental Condition Modelling: WP2 aims towards fulfilling SO1. This is
achieved by improving multiscale flow modelling of the atmospheric boundary layer (from
mesoscale to microscale) using available observational data and modelling tools, to effi-
ciently understand and model the key global uncertainties and relevant physical processes
for the offshore wind energy design and operation. A coupled ocean-atmosphere-wave-
sediment transport (COAWST) modelling system, integrated with a wave atmospheric
boundary layer mode, is used to identify and quantify important and potentially not-well-
resolved processes in the air-sea interaction. Data assimilation is employed in order to
reduce the propagation of boundary errors. Additional focus is given to wave modelling,
where nonlinear wave models are deployed to study the wave propagation and interactions
for extreme wave realizations. The wave spectral evolution during extreme events is identi-
fied and quantified. Finally, the joint statistics of environmental wind and wave parameters
and their corresponding uncertainties are quantified, feeding as inputs to WPs 3-6. The
advanced modelling techniques supplemented with data provide a reduction of uncertainty
which is propagated further in the modelling chain to the wind turbine design.

• WP3: Farm and Turbine Loads Modelling WP3 constitutes the main effort towards
achieving SO2. The main objective is to develop novel load analysis techniques, to allow
characterizing and reducing the uncertainties which are constituents of the reliability com-
putations for ultimate and fatigue designs in WP4 and WP5. In contrast to WP2 where
the focus is purely on the environment on kilometre scales down to wind farm scales, WP3
introduces the wind farm in the landscape and focuses on the phenomena taking place
within a wind farm and down to turbine level due to their interactions with the environ-
ment. This includes realistic modelling of wake interactions, structural response of wind
turbines to aerodynamic and hydrodynamic loading under stationary conditions, and the
effect of transient events on wind turbine loads.

• WP4: Life Assessment of Wind Turbine Structures The main objective of WP4 is
to develop and validate mathematical models for structural reliability, which will enable
probabilistic design in practice in line with SO3 while maintaining consistency with the
design load case approach currently used in international design standards IEC61400-1 and
IEC61400-3. This capability will also allow the demonstration of the effect of the uncertainty
reduction efforts carried out in WP2 and WP3, on the design reliability. The results are
compared against the current design practise, which is the partial safety factor-based design
approach, and thereby the reduction in uncertainty and conservatism is quantified.

• WP5: Life Assessment of Wind Turbine Components This Work Package focuses on
achieving SO4. It develops and validates a modelling framework which estimates the effect
of environmental conditions and operating strategy on the reliability of main bearings. The
choice of bearings as focus of the study is dictated by the significant downtime caused by
frequent bearing failures combined with lengthy repair actions, leading to large expenses,
further exacerbated offshore due to the difficulty of access. The demonstration and val-
idation of this model should pave the way for a shift in O&M strategy, where the effect
of loading on component degradation is taken into account and the operation is adjusted
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Figure 1.3: Overview of Hiperwind technical work packages

accordingly, to reduce the possibility for unscheduled failures, or increase performance in
situations with low impact on reliability.
The reliability estimation is based on detailed component models, which use the load
assessments produced in WP3 as inputs, and estimate the material deterioration using
physics-based degradation laws. These models are used, together with measured wind
turbine load data, to identify reasons for component health degradation under specific
turbine operating conditions. The calibrated model for estimating probability of failure vs.
turbine operational years conditional on operating conditions serves as input to WP6.

• WP6: Impact on LCOE and Market Value The primary objective of WP6 is utilising
the impact opportunities created in WPs 2-5, quantifying the expected effects, and eval-
uating them with respect to the targets set by SO5. A risk-based O&M model will be
developed, which uses the improved component reliability modelling established in WP5, to
devise O&M strategies which minimize financial risk. A cost uncertainty propagation model
is developed, which computes the effect of the uncertainties quantified in WP2 and WP3
on the uncertainty in power production, fatigue life, and subsequently LCOE. A method-
ology will be developed to assess the value of wind farm assets depending on their O&M
strategy and the state of the electricity market. A final impact assessment is carried out
to quantitatively verify how the technological achievements of HIPERWIND transform into
market value improvement and reduction of LCOE.

A short overview with the Hiperwind result highlights is given in Figure 1.4. The primary
conclusions from the project, along with several areas where further work is necessary are outlined
in Figure 1.5
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Figure 1.4: Hiperwind result highlights

Figure 1.5: Summary of main conclusions from Hiperwind and suggestions for further work.
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2 Use cases and model definition (WP1 outcomes)
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2.1 Use cases definition
Hiperwind considers two primary use cases:

1) The operating Teesside bottom-fixed offshore wind farm located east of the river Tees
estuary in the United Kingdom. Teesside has 27 SWT2.3-93 (Siemens 2.3MW with 93m
rotor) wind turbines mounted on monopiles at relatively shallow water depth. The wind
farm layout and a map of the farm vicinity are shown in Figure 2.1. Several years of
SCADA data along with met mast measurements and wind turbine aeroelastic model data
are available to partners.

2) South Brittany: floating wind turbines (FWTs) placed at a virtual site south of the coast
of the Brittany peninsular in France (Figure 2.2). The water depths at this location are
in the order of 60-150m. An area of the site with greater water depth is chosen in order
to make it more suitable for the floating wind turbine technology studied in the project.
The environmental conditions at the site are based on the ANEMOC reanalysis database
(Tiberi-Wadier et al., 2016), which contains 20 years of hindcast data for the metocean
conditions in the region. For the asset model, we use the Umaine semi-submersible floater
concept Allen et al. (2020) together with the IEA 15MW reference wind turbine Gaertner
(2020). Some additional details on the aeroelastic model of the floating wind turbine are
given in Capaldo et al. (2021), and in Kim et al. (2022) where an aeroelastic code-to-code
comparison is carried out. A large part of the studies in Hiperwind are carried out on a
single FWT model which is sufficient for assessing uncertainty in e.g., hydrodynamic load
models. The tasks in Deliverable 3.2 (Ardillon et al., 2022) however required a scenario
with an entire virtual wind farm in order to evaluate wake interactions. A simple rectangular
wind farm layout with spacing of 5 to 7 rotor diameters was chosen (Figure 2.2, right plot).

Figure 2.1: Layout and location of the Teesside wind farm.
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Figure 2.2: Overview of the South Brittany site. Left: site bathymetry and location of virtual
wind farm (red rectangle). Right: layout of the virtual floating wind farm. Plots reproduced from
Hiperwind D3.2 (Ardillon et al., 2022)

.
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Figure 2.3: Illustration of code-to-code comparison results. Left: comparison of spectra of
structural response at a location primarily affected by wave loads; Right: comparison of fore-aft
bending moment time series for simulations with step changes in the wind speed.

2.2 Code-to-code comparison of aeroelastic tools
Three different proprietary aeroelastic load simulation tools are available to project partners:
DTU uses the Hawc2 software (Larsen and Hansen, 2023), EDF use the DIEGO tool (Milano
et al., 2019), while IFPEN use DeeplinesWind (Le Cunff et al., 2013). Each tool is proprietary
and deeply integrated in the respective partners’ modelling workflows, making it impractical to
replace with a common tool. Instead, a thorough code-to-code comparison and validation was
carried out, to ensure that results are consistent across codes, and that conclusions based on
simulations with any of the three aeroelastic codes are representative.

Code-to-code comparisons were carried out for both use cases (fixed-bottom and floating).
The aeroelastic models were used to simulate several predefined load scenarios with exactly the
same inputs and boundary conditions simulated in each tool. The general comparison results
showed excellent agreement for the Teesside use case, and a similarly good agreement in most
scenarios for the floating wind turbine case. Two of the test scenarios are illustrated in Figure
2.3 - a comparison of the spectra of wind turbine response excited by waves (left side of the
figure), and a comparison of the transient response for a case of step changes in the wind speed
(right hand side plot). A detailed overview of the code-to-code comparison for the South Brittany
floating wind turbine case is given in Kim et al. (2022).
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3 Uncertainty in environmental conditions (WP2 outcomes)
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3.1 Challenges addressed in WP2
The profitability of wind farms throughout their lifecycle depends on a variety of factors, including
the structural design of turbines, optimization of wind farm sites and layouts, and effective wind
farm control. All these aspects are closely linked to a comprehensive understanding of wind,
wave, and wake flow fields and the complex interactions between them.

Work Package 2 of the HIPERWIND project focuses on exploring these factors in detail,
specifically aiming to reduce uncertainties in environmental modeling. For offshore wind energy
systems, environmental uncertainties are driven by the dynamic and constantly changing condi-
tions to which turbines and wind farms are exposed. One major challenge in the expansion of
wind energy projects is however the limited understanding of flow field variations, particularly in
the case of large offshore wind farms. The interactions between wind turbines and the thermally
stratified atmospheric boundary layer become particularly significant for large wind farms, oper-
ating under different atmospheric stability conditions and extreme weather events. Additionally,
current engineering models struggle to accurately represent crucial factors that affect wind farm
power production, such as wake and blockage effects.

One other major challenge is the interaction between wind and waves, which significantly
influences wind resources but is often oversimplified or excluded in many resource assessment
studies. Fortunately, recent advancements have improved the understanding and incorporation
of these interactions.

Additionally, wake effects — regions of reduced wind speed and increased turbulence down-
stream of turbines — are a key cause of power losses in wind farms. As individual turbine wakes
merge, they create an extended area of reduced momentum, which impacts the efficiency of the
entire wind farm. While traditional models simplify wake interactions, more advanced techniques
like wake steering (yaw control) and induction control offer potential solutions. These methods
allow front-row turbines to reduce power output, thereby improving performance in downstream
turbines by either weakening (induction control) or deflecting (yaw control) the wakes. Optimiz-
ing these strategies can enhance overall wind farm performance, especially when supported by
accurate environmental data regarding wind speeds and turbulence properties.

3.2 Multi-scale flow modelling and uncertainty quantification: scien-
tific contributions

To tackle the aforementioned challenges, WP2 focuses on three tasks that involve developing
and applying methodologies to quantify and mitigate environmental modeling uncertainties. Key
achievements of WP2 within environmental (flow) modelling include:

• Development of two novel multi-scale model chains, ranging from mesoscale down to mi-
croscale (i.e. Fig. 3.1) and structural turbine level responses (Bakhoday-Paskyabi et al.,
2022b; Bakhoday-Paskyabi and Flügge, 2021; Bakhoday-Paskyabi et al., 2022a; Bui et al.,
2024; Ning and Bakhoday-Paskyabi, 2024, 2023).

• Incorporation of large eddy simulation (LES) models, such as the Parallelized Large Eddy
Simulation (PALM) (Bakhoday-Paskyabi et al., 2022b) and Weather Research and Fore-
casting (WRF) models, for more realistic simulations of turbine wakes and turbulence.
More specifically, we developed the Simple Actuator Disc for Large Eddy Simulation (SA-
DLES), an advanced wind turbine wake model, implemented within the Weather Research
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Figure 3.1: Modified Van der Hoven’s Horizontal Wind Speed Spectrum from (Rodriguez-
Hernandez et al., 2016).

and Forecasting (WRF) model. While still under development, this tool is designed to
provide more accurate simulations of turbine wakes under various atmospheric conditions.
The initial source code has been made publicly accessible for the WRF user community,
contributing to open science initiatives (Bui et al., 2024).

• Creation of an offline wind-wave interaction module, allowing for in-depth studies of wind-
wave interactions.

• Development of a theoretical wave-affected coherence function to integrate wind-wave
interactions into the turbulence wind generation process, specifically for structural analysis
studies. This allows for more accurate and physics-informed modeling of wind turbulence
by considering the influence of wave dynamics, enhancing the reliability of simulations used
in structural assessments of offshore wind turbines (Bakhoday-Paskyabi, 2024).

• Employment of data assimilation techniques to improve mesoscale predictions, integrating
available observations for better alignment with real-world conditions (Bakhoday-Paskyabi
and Flügge, 2021; Bakhoday-Paskyabi et al., 2022a).

• Providing multiple validated model and reanalysis datasets to support other tasks and WPs
within the project.

It is worth to mention that although LES models are computationally intensive for real-time
farm operations, they are highly valuable for design-time validation and simulation of turbine-
to-turbine interactions. As such, the WP2 modelling framework not only reduces environmental
uncertainties but also provides a more comprehensive understanding of wake effects, wind-wave
interactions, and wind farm control strategies. This offers significant improvements for the future
operation and design of offshore wind farms.
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3.3 Multi-scale flow modelling and uncertainty quantification: exam-
ples of developed models and tools

3.3.1 Mesoscale model uncertainty mitigation: A case study

The mesoscale models and specifically the WRF model experiences various uncertainties, including
initial condition, model structural, parameterization, boundary condition, data quality, numerical,
and output uncertainties. Data Assimilation (DA) addresses these issues by integrating real-time
observational data to refine initial conditions, optimize parameterization, and improve forecast
accuracy. Techniques such as observational nudging, 3D Variational (3DVAR), and Ensemble
Kalman Filter (EnKF) facilitate continuous updates, helping to minimize errors and enhance
model reliability. Overall, effective DA may significantly improve the WRF model’s predictive
capabilities in weather and atmospheric simulations. Here, we will provide a brief summary of the
3DVAR method utilizing Light Detection and Ranging (LiDAR) measurements.

Over the past decade, wind LiDARs have gained widespread acceptance in wind energy appli-
cations for mapping wind fields with high precision. These measurements provide high-resolution
data, offering fine temporal and spatial resolutions (e.g., range gate ≤ 25 m and frequencies up
to 0.04 Hz), which are critical for understanding atmospheric boundary layer dynamics, including
phenomena such as Low-Level Jets (LLJs), wind shear, and veer. Recently, researchers have
employed LiDAR data to improve the prediction of LLJs by assimilating these observations into
Numerical Weather Prediction (NWP) models, such as the Weather Research and Forecasting
(WRF) model. Data Assimilation (DA) techniques enhance the accuracy of prognostic variables
by integrating high-quality observational data. Given the intermittent nature of wind, improving
wind forecasts through DA and probabilistic models is essential for bolstering the reliability of
power systems.

In this study, we utilize the WRF model to simulate offshore wind patterns in the North
Sea, focusing on the area around the FINO1 research platform (Bakhoday-Paskyabi and Flügge,
2021). Our key objectives are to address two main questions: (1) Does the assimilation of LiDAR
measurements improve the forecast accuracy of the WRF model for simulations conducted at
moderately coarse horizontal resolutions? (2) To what extent does LiDAR data assimilation
enhance the prediction of lower Marine Atmospheric Boundary Layer phenomena, such as Low-
Level Jets (LLJs)?

We implemented and applied two distinct types of Data Assimilation (DA): nudging and three-
dimensional variational DA (3DVAR). For the sake of brevity, this report focuses exclusively on
3DVAR, and we direct the reader to Bakhoday-Paskyabi et al. (2022b) for further details on the
nudging approach. We utilize 10-minute averaged data from cup anemometers and wind vanes
collected during July 2015. To minimize the effects of severe flow distortion, wind data from
directions approximately between 310o±30o were excluded from the analysis. For the assimilation
process in the WRF model, LiDAR data from the OBLEX-F1 measurement campaign, conducted
at the FINO1 platform between May 2015 and October 2016, were utilized. Notably, several
instances of Low-Level Jets (LLJs) were recorded in July 2015, with peak wind speeds observed
between 200 and 300 meters above mean sea level at FINO1 (Fig. 3.2).

A comparison between the interpolated LiDAR data at 90 meters and corresponding wind speed
measurements from the FINO1 cup anemometer at the same height shows a strong correlation,
with a coefficient of r ≥ 0.93, indicating excellent agreement and a slope near 1, alongside
an average wind speed offset of 1.38 m/s. Furthermore, Fig. 3.2c presents the time series
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of wind direction, comparing the interpolated LiDAR readings at 90 meters with the wind vane
measurements at FINO1, demonstrating consistency in directional data. Lastly, Fig. 3.2d displays
the time series of atmospheric stability during July 2015 and the broader study period.

The 3DVAR assimilation framework in WRF optimally combines background field data and
observational inputs by minimizing a cost function, as described by Barker (2019):

J(x) = 1
2(x − xb)T B−1(x − xb) + 1

2(y − yo)T R−1(y − yo).

In this framework, the analysis field is represented by the vector x, the background state
by xb, and the observations by y. The background and observation error covariance matrices
are denoted by B and R, respectively, where R is assumed diagonal, indicating no correlations
between measurements. The observation vector yo = H(x), obtained by applying the operator
H, transforms the model variables x into observation space, typically through linear interpolation
from the model’s 3D grid to observation points.

In this study, we utilize two methods for defining the background error covariance matrix B:
the global default matrix and a computationally efficient NMC method (Bakhoday-Paskyabi and
Flügge, 2021). In the NMC approach, B is estimated as:

B = (x24h − x12h)(x24h − x12h)T .

Here, x12h and x24h refer to 12-hour and 24-hour forecast states, and the overbar indicates
an average over time and space.

Three experiments were conducted from July 1 to 5, 2015, during periods of strong Low-Level
Jet (LLJ) events observed by LiDAR: WRFDA-GLOBE (with a global background error matrix),
WRFDA-REGBE (using a regional background error matrix), and WRF-NODA (without Data
Assimilation, DA). The DA experiments employed a one-hour cycling assimilation process, with
a 12-hour spin-up preceding the model runs. Post-spin-up WRF output was used to initialize
the DA experiments. The regional background error covariance matrix was derived using the
National Meteorological Center (NMC) method. Only horizontal wind speed and direction data
from LiDAR measurements were used as control variables for DA. The analyses focused on the
WRF grid point closest to the FINO1 site (54.0148618N, 6.5876398E). Figure 3.3 presents wind
speed data from all simulations, extracted at the nearest WRF grid point to FINO1, spanning
from the surface to 500 meters. The observed horizontal wind speeds at FINO1 during July 1—5
reveal three distinct Low-Level Jet (LLJ) events: a prolonged LLJ from July 1—2, followed by
two shorter LLJs on the afternoon of July 2 and around midnight on July 3 (Fig. 3.3a). A weaker
LLJ occurred around noon on July 4, although LiDAR data for this event is sparse. Another brief
event appeared in the afternoon of July 5.

The WRF-NODA model generally overestimates wind speeds, particularly under stable atmo-
spheric conditions (see Fig. 3.2d). Additionally, WRF-NODA struggles to accurately capture
the timing and characteristics of the July 2 and July 3 LLJ events. In contrast, simulations
with WRFDA demonstrate better agreement with LiDAR observations in terms of key metrics,
including mean difference, wind speed vertical profiles, and root mean square error. Notably, the
WRFDA-GLOBE simulation closely matches LiDAR data, outperforming WRF-NODA. Although
minor discrepancies in the timing of the July 5 event (ranging from minutes to hours) may arise
from grid interpolation at FINO1’s location.
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3.3.2 WRF-PALM wind-wave-wake model

In this work, we developed a multi-scale simulation framework for marine atmospheric boundary
layer flows by integrating the meso-scale WRF-SWAN model with the micro-scale LES model
PALM, see Fig. 3.4 (Bakhoday-Paskyabi et al., 2022b). This nested approach allows for the
detailed simulation of offshore wind under realistic sea state conditions and varying atmospheric
stability. We thoroughly examine the model’s sensitivity to different wave roughness parameteri-
zations by analyzing their impact on mean wind profiles, turbulence characteristics, and spectral
behavior, comparing the results with observational data (Ning and Bakhoday-Paskyabi, 2023).
Further details regarding the development of this methodology and the associated tools can be
found here Bakhoday-Paskyabi et al. (2022a).

3.3.3 WRF-LES wind-wake model

In this section, we briefly present the implementation of the Simple Actuator Disc Large Eddy
Simulation (SADLES) model within the Weather Research and Forecasting (WRF) system (Fig.
3.5). Unlike previous wind turbine parameterizations such as the General Actuator Disc (GAD)
model (Mirocha et al., 2014; Kale et al., 2022), SADLES leverages the power and thrust coefficient
curves already utilized in the Wind Farm Parameterization (WFP) (Fitch et al., 2012). This
allows SADLES to simulate turbine wakes more explicitly in nested downscaling applications from
mesoscale to turbine-scale resolution, targeting a balance between WFP’s coarse representation
and the GAD’s higher complexity.

SADLES models wind turbines as thin discs that induce thrust forces, decelerating the wind
to create wakes. Although the model assumes uniform thrust coefficients, which limits the
detailed turbulence and tangential velocity components behind turbines, turbulent kinetic energy is
implicitly captured, affecting the wake structure. Compared to the PALM LES model (Bakhoday-
Paskyabi et al., 2022b,a), WRF-SADLES achieves more realistic wake representation at various
grid resolutions, particularly between 10-m and 30-m scales. We applied SADLES in a real-data
simulation, downscaling ERA5 data from 31 km to a turbine-scale resolution of 40 meters using
a five-domain nested setup. In this experiment, limited interaction between turbines within the
Alpha Ventus wind farm was observed, but a nearby wind farm led to a 14% reduction in ambient
wind speed and a 35% decrease in turbine power.

One current limitation of SADLES is that it assumes the actuator disc is always perpendicular
to the wind flow, restricting its ability to simulate wake deflection. Future improvements may
include refining wake representation through Turbulent Kinetic Energy (TKE) and incorporating
wake deflection to explore turbine yaw control strategies.

3.3.4 Wave-affected theoretical coherence function

Understanding spatial coherence and separating wave-coherent structures from wind measure-
ments are essential for accurately generating turbulence data used in structural load analysis
models, optimizing wind turbine and wind farm control systems, and simulating wind–wave inter-
actions during swell conditions. We therefore analyzed near-surface wind and wave measurements
obtained during the OBLEX-F1 campaign at the FINO1 offshore meteorological mast (met mast)
in June 2015. Utilizing these data, we investigated turbulent structures within the Wave Boundary
Layer (WBL) and examined the interactions between wind stress and waves under varying atmo-
spheric stability and sea-state conditions (Bakhoday-Paskyabi, 2024). Additionally, we calculated
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the momentum fluxes induced by swell, drawing from both established theoretical models and
high-frequency observational data. The work specifically addressed the following key objectives:

• Evaluating the impact of swell on atmospheric velocity and two-point coherence structures
during swell-dominated conditions, including the development of a theoretical model to
represent wave-induced coherence.

• Applying a spectral technique to eliminate wave-induced peaks from wind velocity spectra
and reconstruct turbulence and wave time series from sonic anemometer data affected by
wave interference, particularly under predominantly stable atmospheric conditions.
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Figure 3.2: (a) 10-minute averaged LiDAR wind speed profiles, combined with meteorological
mast measurements below 100 meters, collected over a 5-day period in July 2015. (b) Time
series comparison of wind speed at the 90-meter height, measured by FINO1’s cup anemometer
(black line) and LiDAR (red line), with accompanying regression analysis results. (c) Time series
comparison of wind direction at the 90-meter height, recorded by FINO1’s wind vane (black line)
and LiDAR (red line), along with corresponding regression analysis. (d) Obukhov length (L)
values, derived from sonic anemometer measurements at 15 meters above mean sea level during
July 2015, are shown. These values are categorized into five stability classes, color-coded to
indicate their frequency of occurrence, with the shaded red areas highlighting the study period
from July 1–5, 2015. Source Bakhoday-Paskyabi and Flügge (2021).
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Figure 3.3: Comparison of observed and modeled horizontal wind speeds at FINO1 from July 1
to 5, 2015: (a) shows LiDAR measurements, with vertical dashed lines marking the first three
Low-Level Jet (LLJ) events. White gaps in the LiDAR plot represent data filtered out due to
poor quality or unavailability; (b) presents WRF simulation results without Data Assimilation
(DA); (c) displays WRF simulation with DA using the regional Background Error (BE) matrix
(WRFDA-REGBE); and (d) shows WRF simulation with DA employing the global BE matrix
(WRFDA-GLOBE). Source Bakhoday-Paskyabi and Flügge (2021).

19



HIPERWIND 3 UNCERTAINTY IN ENVIRONMENTAL CONDITIONS (WP2 OUTCOMES)

Figure 3.4: (Top) Topographic height and WRF model domains are shown on the left, with the
geographical locations of FINO1 and Alpha Ventus displayed on the right; and (Bottom) The
model chain for the multi-scale wind–wave coupled simulation is illustrated(Ning and Bakhoday-
Paskyabi, 2023).

Figure 3.5: Comparison of Instantaneous Wind Speed at 90 Meters Above Ground Level in the
40-Meter Domain (D05) at 08:00 UTC on September 24, 2016, Between Two Experiments, see
more in (Bui et al., 2024).
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Figure 3.6: (Top-left) Comparison of vertical wind turbulence coherence between the Davenport
empirical model (Term1) and wind–wave coherence. (Top-right) Time series of the wave-affected
frequency spectrum measured by the sonic anemometer. (Bottom-left) Second-order structure
function estimated from both measured and wave-filtered sonic data. (Bottom-right) Measured
coherence spectrum from the sonic anemometer compared to the reconstructed coherence using
the developed theoretical coherence function (Bakhoday-Paskyabi, 2024).
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3.4 Wave model uncertainty
This section derives from deliverable D2.2 (Benoit et al., 2023).

3.4.1 Engineering state of the art and research models used in WP2

In design-oriented models the wave field is generally represented as irregular, using a linear model
(Airy Waves) (Molin, 2023). Linear waves are fast to compute and thus, produce an efficient
way to model the wave induced forces on bottom fixed or floating foundations. However the
Airy model relies on strong hypothesis, making it unable to compute kinematics in large wave
conditions or to capture the free surface elevation asymmetries. The objective of task 2.4 was to
quantify the uncertainties associated to the Airy model by comparing to higher fidelity models,
under wave conditions relevant for the HIPERWIND project.

In total, three families of wave models have been considered in this work:
• Linear potential models (Calhypso), consisting in using the Airy model along with multiple

variations of the free surface stretching models (Wheeler, 1969). Stretching models are
empirical correction used to derive wave kinemtics in the crest of irregular Airy waves,
commonly used in any design-oriented codes.

• High order spectral (HOS) methods ((Dommermuth and Yue, 1987) (West et al., 1987)
(Seiffert et al., 2017)), suitable for highly efficient nonlinear simulation of waves in rectan-
gular period domains with constant water depth. Two different numerical implementations
of the method were used: denoted HOSM (developed by DNV), and Cosmhos (developed
by EDF).

• A Boussinesq-like multilayer model (Popinet, 2020), suitable for simulation of waves in
more complex domains with variable complex bathymetry (developed by DNV).
The existing DNV HOSM code as well as the EDF Cosmhos code have been extended with
a wave-breaking model, providing improved description of steep sea states in which wave
breaking plays a role (see (Seiffert and Ducrozet, 2017)). Extensive validation of HOSM
with the newly implemented breaking model has been carried out through comparison
with model-test data for long- and short-crested irregular sea states, and through direct
comparison of wave crests and wave kinematics from full CFD simulations. EDF Cosmhos
has been compared to long-crested focused breaking waves experimental data ((Seiffert
et al., 2017), (Barthelemy et al., 2018)).

3.4.2 Wave conditions

The wave conditions used for the uncertainties evaluations have been taken from the 2 base cases
identified in the WP1 : Teesside shalow waters and South-Brittany deep waters. A severity index
both for fatigue and ultimate response of the foundations have been computed and a focus was
made on the most critical conditions, given on Fig. 3.7.

3.4.3 Wave crest distribution

A well-known deviation due to the linear assumption is the underestimation of the crest heights.
Crest heights plays a significant role in the nonlinearity of the overturning moment applied by
waves on monopiles for instance, thus are a relevant parameter to focus on. A comparison
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Figure 3.7: Parameters of the sea states considered in this study. Here gamma refers to the
peak-enhancement parameter of the JONSWAP spectrum, and λp and κp are calculated from
the peak period Tp using the linear dispersion relation

has been made using the HOSM DNV code, both for long crested waves (Fig. 3.8) and for
short crested waves (Fig. 3.9) showing the method capability to capture the wave assymetries,
where the linear models fails at predicting the highest crests. Differences where quantified and a
sensitivity to the breaking wave threshold was made by DNV.

3.4.4 Wave kinematics distribution

Kinematics are the direct drivers of the waves loads. The Morison equation, often used for
bottom fixed foundations, uses directly the kinematics to derive the loads. For large floating
foundations the link is not so straight-forward, however the wave acceleration is a good indicator
of the wave dynamic pressures applied on the foundations. Therefore, a detailed analysis of
the kinematics has been performed within HIPERWIND. Variations obtained using linear models
under different assumptions like stretching models (see Fig 3.10) or directional spreading (see
Fig 3.12). In addition, the accuracy of the linear theory has been challenged against the HOS
method implemented in the EDF code Cosmhos(Fig 3.11). The level of uncertainties introduced
by the limitations of the numerical models and the choice in the modelling parameters depending
on various sea conditions have been discussed.

3.4.5 Drag parameters distribution

DNV has put a specific effort on the characterization of horizontal velocities in the water column
and in the crest of irregular waves. The quantity Iu∗∗2 defined as the integral of the horizontal
velocity squared in the crest has been computed by the HOS method (DVN code HOSM) and a full
Navier-Stokes resolution of the problem using the comflow solver. The comparison, presented
on Fig 3.13, showed that the agreement is quite good in the least steep sea states, but the
deterministic agreement is relatively poor in steep sea states. This may be expected since the
HOSM is not able to describe the actual breaking process of the waves correctly. It is interesting
to note, however, that HOSM results are conservative in the steeper sea states.

3.4.6 Conclusions

After a validation of several nonlinear wave models based on the High Order Spectral method
(HOS), a quantification of uncertainties due to the modelling assumptions made in design-oriented
codes have been proposed. While the range of validity of the linear theory is often considered
as being Hs/λp ∈ [0%, 1%], valuable information is also obtained at higher relative wave height,
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Figure 3.8: Estimated distributions of hourly maximum crest heights from long-crested HOSM
simulations, compared to relevant reference distributions
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Figure 3.9: Estimated distributions of hourly maximum crest heights from short-crested HOSM
simulations, compared to relevant reference distributions
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Figure 3.10: -
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Figure 3.11: -
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Figure 3.12: -
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Figure 3.13: -
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though an underprediction of about 10 to 15% in wave height and velocity can be expected in
the crest. Giving a quantification for the acceleration is more difficult, knowing the instability at
the required number of modes to accurately capture the second derivatives with the nonlinear
models, but at least 15% of underprediction might be expected. Using deterministic amplitude
when selecting the modes from a given spectrum is shown to have no – or at least negligible –
impact on the three studied variables. Finally, depending on the directional spreading of the sea
state, 5 to 15% of overestimation of the νx can be denoted when simplifying by concentrating
all the energy along one dimension, compared to a more physical multidirectional spectrum.

The influence of the wave breaking model, both for short crested and long crested waves
was quantified. It has been shown that the influence of the angular spreading was limited for
most of the conditions studied in the HIPERWIND base cases, but is more significant in the
case of Teesside normal sea states, with a large modification of the crest elevation statistics was
denoted. In this case, the angular spreading greatly modifies the breaking behavior and therefore,
the statistical distribution of crest elevation.

Afterwards, a study on the statistics of the horizontal kinematics, comparing usual engineering
models (based on extensions of the linear wave theory) against a HOS model, was conducted.
An underprediction of the maximal values was denoted and could be found throughout the four
cases. The stretching models do not manage to recover the non-linear predictions, neither in
terms of free surface elevation nor in terms of kinematics. This effect is increasing with the sea
state steepness Hs/λp.

Other influences of different assumptions were also investigated and quantified but shown to
be of lower magnitude: the selection of random amplitudes for the wave spectrum is for example
shown not to significantly affect the statistics of the kinematics nor free surface elevations.
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3.5 Extreme transient events
This section follows from the article by Kelly (2024), currently in press.

A method was developed to identify load-driving events based on filtered flow accelerations,
regardless of the event-generating mechanism or specific temporal signature. Low-pass filtering
enables calculation of acceleration statistics per characteristic turbine response time; this circum-
vents the classic problem of small-scale noise dominating the observed accelerations or extremes,
while providing a way to deal with different turbines and controllers. Not only is the flow ac-
celeration physically meaningful, but its use also removes the need for de-trending. Through
consideration of the 99th percentile of filtered acceleration per each 10-minute period (ṡ99) we
avoid assumptions about distributions of fluctuations or turbulence, and derive statistics of load-
driving ṡ99 for offshore conditions from ‘fast’ (10 and 20 Hz) measurements spanning more than
15 years. These statistics depend on low-pass filter frequency (fc) and height.

We find long-term probability distributions of ṡ99, which drive loads ranging from fatigue to
ultimate; this also includes joint distributions with 10-minute mean (U) and standard deviation
(σs) of wind speed. The long-term mean and mode of P (ṡ99|σs) and P (ṡ99|U) vary monotonically
with σs and U , corroborating some IEC 61400-1 DLC prescriptions.

We find extreme ṡ99 to be independent of U , with limited connection to σs; we show that
10-minute statistics cannot be translated into extreme load-driving acceleration statistics. From
measurement heights of 100 m and 160 m, events of diverse character were found to arise from
numerous mechanisms, ranging from non-turbulent to turbulent flow regimes, depending on fc.
Via fits to the tails of P (ṡ99), curves of offshore extreme (ṡ99) expected for return periods up to
50 years were calculated, for three characteristic turbine response times.

To drive aeroelastic simulations, Mann-model parameters were also calculated from the time-
series of the most extreme events, allowing constrained simulations embedding the recorded
events. To facilitate this for typical industrial measurements which lack three-dimensional anemom-
etry, a new technique for obtaining Mann-model turbulence parameters was also created; this was
employed to find the parameters corresponding to the background flow behind the identified ex-
tremes and their timeseries. Further, a method was created to use the extreme acceleration
statistics in stochastic simulations for application to loads, including interpretation within the
context of the IEC 61400-1 standard. Parallel work (section 4.4) has aeroelastic simulations
conducted using the extreme event timeseries identified here (HiperWind D3.1, McWilliam et al.,
2022), as well as Monte Carlo simulations based on the extreme statistics and new method for
stochastic generation of acceleration events.

3.5.1 Summary of results, interpretation, & conclusions

From all low-pass filtered 10-minute ṡ99 found for offshore flow over a 17-year period at the coastal
Høvsøre site, the largest observed flow accelerations correspond to events having durations longer
than the reciprocal of filter scales chosen (f−1

c ). These are long enough to significantly affect
wind turbine loads for turbines with characteristic controller/response times of f−1

c (or shorter),
if the transverse spatial scales of the flow structures are sufficiently large. Larger ṡ99 tend to
correspond to shorter event durations, with larger amplitude ṡ99 associated with higher fc; for
typical offshore turbine blade lengths (>∼ 50 m) and turbine response times ∼ f−1

c ∼ 3 s, the
shortest extremes’ effect on loads could either be mitigated (e.g. via fast controller) or induce
larger blade loads (e.g., flap-wise bending moments) due to a single blade being impacted.
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Identified events include some associated with the stable capping inversion above shallow ABLs
including phenomena such as breaking gravity waves, wave-turbulence, entrainment outbreaks,
and ‘top-down’ intrusions; we also noted extremes associated with frontal passages and flow
structures not connected with the ABL-top.

Statistically, stronger filtered accelerations were found at 100 m height compared to 160 m,
across all wind speeds including the extremes. Most extreme events were not turbulence, but
some turbulence was seen for for fc = 1/3 Hz, implying the surface may have more impact for
faster turbine response times. Though speeds from ∼6–8 m s−1 are moderately common, 10-
minute mean wind speeds below 8 m s−1 were ignored because transients further from rated speed
have less impact on loads (Dimitrov et al., 2018; Kelly et al., 2021), and to avoid the coastal
effects in unstable conditions; this is further justified by our finding that extreme accelerations
for U <∼11 m s−1 are appreciably smaller than those with U ≳11 m s−1 (Fig. 3.14), while mean
speeds between 8 ≲ U ≲11 m s−1 occur more frequently than those above 11 m s−1.
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Figure 3.14: Joint distribution of 10-minute P (ṡ99|U) at 100 m height, for low-pass filter scales of
0.1 Hz (left) and 1/3 Hz (right). Solid line is exponential fit to mode{ṡ99|U}, gray dashed is 90th
percentile, white dotted is 99th percentile, and color dash-dotted is 99.9th percentile of P (ṡ99|U).

If we included lower speeds and a dependence of extreme ṡ99 decreasing at smaller U , then
use of the marginal extreme distribution and associated statistical extrapolation (Fig. 3.15) would
give lower predictions of extreme acceleration at mean wind speeds below ∼ 11 m s−1.

No U-dependence was found for extremes approaching the high end of speeds analyzed
(18 m s−1, again from Figure 3.14), where less impact is expected from the transient accelerations
due to being above rated speed; although shut-down cases could be considered for comparison
with the IEC 61400-1, much more data would be needed to investigate these due to the relative
rarity of speeds crossing above cut-out (around 25 m s−1).

We have assumed that the (westerly) conditions analyzed are representative for all directions
offshore, but one could conceive that the significant south-easterly winds which sometimes occur
in the spring at Høvsøre (Peña et al., 2016) could be different enough to have a small impact on
the statistics; however, such wind directions are even less common offshore in the North Sea and
North Atlantic wind climates characterized by the measurements (e.g., Hahmann et al., 2022).
We can further get a sense of the limited potential impact on 50-year extreme accelerations,
considering the ‘error’ lines in Figure 3.15, which represent neglect of the fraction of speeds not
considered, and fraction of winds coming from offshore, respectively.

This work has produced statistics for dominant flow accelerations detected using three different
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low-pass filter frequencies fc (as proxies for characteristic turbine response times), but yet more
utility could be obtained by characterizing the systematic effect of low-pass filtering on extreme
acceleration statistics; i.e., to find an explicit dependence of the extreme ṡ99 distribution on fc.
Attempts were made to this end, but not included because no simple relation was found to fit
the data. This is not surprising: the filtered extreme events are not inertial-range turbulence
or any single phenomenon, though more extreme turbulence is observed at 100 m than 160 m.
The relative rates of occurrence and relative variation in the strength of the phenomena causing
extreme load-driving accelerations is seen to depend not only on fc, but also on distance to both
the ground and to the capping inversion, as well as the capping inversion strength (Pedersen
et al., 2014; Kelly et al., 2019).

For use in Monte-Carlo aeroelastic simulations, a method was developed (Kelly, 2024) to em-
ploy the extreme distributions of offshore filtered acceleration derived above. Practical stochastic
expressions are given to relate the magnitude and duration (gust rise time) of filtered flow ac-
celeration including rise time distributions, applicable within the emerging IEC 61400-9 or as a
probabilistic supplement (replacement) for the EOG prescription found in the IEC 61400-1; we
note these practical expressions followed from earlier wind speed ramp acceleration studies, and
the exact constants and forms may be improved with further investigation and analysis. Addi-
tionally considering the IEC 61400-1, its EOG prescription has an implicit rise time of almost
3 s, and for contemporary wind turbines in the highest turbulence subclass (A+), around rated
speed it implies characteristic event acceleration magnitudes that are similar to the 50-year values
obtained from measurements at 100–160 m heights with fc =1/3 Hz. For higher Vhub the IEC
EOG prescription gives larger accelerations than 50-year ṡ99 found here from 100–160 m obser-
vations with fc =1/3 Hz (even for different turbulence subclasses), and ṡEOG are generally larger
than 50-year ṡ99 from measurements with fc =0.1 Hz or 1/30 Hz; the lowest turbulence subclass
(Iu = 12%) gives weaker accelerations than 50-year ṡ99|fc=1/3Hz for speeds below rated (Kelly,
2024). We note that the IEC 61400-1 standard — due to its original basis onshore and with zhub

closer to the surface — prescribes its EOG in terms of turbulence intensity, which is not realistic
for offshore turbines with typical hub heights beyond 100 m; as we have seen, load-driving flow
accelerations do not follow 10-minute standard deviations of wind speed or velocity.
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Figure 3.15: Expected ṡ99 per return period t, for the three different filter scales considered and two
heights analyzed. Thick lines correspond to Tbase ≃ 39 minutes; thin lines bounding shaded area for
each correspond Tbase spanning 10–119 minutes, to indicate uncertainty.
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From the acceleration statistics found here, an offshore probabilistic gust prescription towards
an IEC 61400-9 standard was also derived (Kelly, 2024). More explicit systematic quantification
of the durations associated with extreme flow accelerations, with rise time statistics conditioned
on wind speed and amplitude (like that for ramps by Kelly et al., 2021), is ongoing beyond
HiperWind; this includes relationships between ṡ99 and gust duration. Following ramp studies
and preliminary analysis here we have taken extreme events to have td ∝ 1/ṡ99 in a statistical
sense with ∆s ∝ ṡ99td. More investigation is needed to explicitly determine the joint behavior of
extreme ṡ99 and the associated {td, ∆s}.

We found here that extreme acceleration events have ṡ99 ≃ u̇99 independent of σs and speed,
while for the most commonly-occurring conditions ṡ99 ∝ σs , as seen in Fig. 3.16.The behavior of
commonly-occurring ṡ99 may not be markedly different than that of σu in terms of its effect on
fatigue loads, which is what Figure 3.16 may imply; although this remains to be shown directly
from observations, we expect ṡ99 to be more important for extremes.
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Figure 3.16: Joint PDFs P (ṡ99, σs) of all 10-minute {ṡ99, σs} at both heights analyzed, for low-pass
fc = {1/10, 1/3} Hz. White lines show mode{ṡ99|σs}.

It is possible that more representative filters (e.g., band-pass) can be made to find acceleration
statistics based on common control strategies near rated power; parameters such as pitch angle
might also be considered. The analysis presented here also needs to be expanded to include speeds
across the full range of wind turbine operation (beyond 8–18 m s−1), to heights above 160 m,
and at multiple sites. Lastly, a mean speed dependence has not yet been found or incorporated
into the extreme flow acceleration statistics, but with more measurements this could be done.
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3.6 Joint distributions of environmental conditions
A probabilistic description of the environmental conditions is important for the design of offshore
wind turbines, and this is typically obtained by way of joint distribution models. In HIPERWIND,
joint distribution models for selected wind and wave variables were established for two particular
locations, i.e. South of Brittany and Teeside. The environmental variables considered were

• Wind direction (θ)
• mean wind speed (U)
• Turbulence (σS)
• Significant wave height (HS)
• Wave direction (α)
• Peak wave period (TP ).

The fitted model for one of the locations is presented in Kelly and Vanem (2022) and the model
for the other location is presented in Vanem et al. (2023a), with an extended discussion on
uncertainties associated with it in Vanem et al. (2024a). Note that omnidirectional models
were fitted to data from both locations, and additional models for specific wind directions were
established for one of the locations. A brief summary of these models will be given in the following.

In both cases, a hierarchical conditional model on the form of the product of a marginal model
and several conditional models was fitted to data:

fU,σU ,HS ,TP ,β(u, σ, h, t, β) = fU(u)fσU |U(σ|u)fHS |U(h|u)fTP |HS
(t|h)fβ|U(β|u). (3.1)

This is ia simplified model that includes several assumptions on conditional independence. Dif-
ferent models are explored for the different marginal and conditional models and the following
distribution families were selected:

• A hybrid model consisting of a Weibull distribution for the body and a Generalized Pareto
distribution for the tail for the marginal distribution of wind speed.

• A log-normal model for the conditional distribution of turbulence, given wind speed, with
a power-law relationship between the model parameters and wind speed.

• A 3-parameter Weibull distribution for significant wave height given wind speed. For one
of the locations, with limited water depth, a truncated version of the Weibull distribution
was assumed (Vanem and Fazeres-Ferradosa, 2022). Different parametric functions were
explored to model the dependence to wind speed.

• A log-normal model for the conditional distribution of spectral peak period given signifi-
cant wave height, with power-law and exponential relationships between location and scale
parameters, respectively, to significant wave height.

• A two-component mixture of von Mises distributions for the directional variables. Note
that for one of the locations, only the wind-wave misalignment was modeled, whereas for
the other both wind and wave directions were modeled directly.

For further details on the selected models, including estimated model parameters, see Kelly and
Vanem (2022); Vanem et al. (2024a).

The established parametric distribution models were used further in structural reliability as-
sessment and design of the offshore wind turbines in subsequent work packages of HIPWERIND,
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see e.g. Wang et al. (2024).
In addition to the parametric joint distribution presented above, the usefulness of non-parametric

approaches to join modeling was also explored, as presented in Vanem et al. (2024b). In par-
ticular, the non-parametric Bernstein copula was introduced to model multivariate dependencies.
Results from these investigations suggest that non-parametric work well in fitting arbitrary de-
pendence structures in the data, but that care should be taken if the interest is in the extremes.
Non-parametric models in general may not generalize and extrapolate well.
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4 Probabilistic load assessment (WP3 outcomes)
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4.1 Challenges addressed in WP3
Despite the growing interest to introduce explicit uncertainty propagation in the prediction of
loads on offshore wind turbine components, the current workflow used by design engineers still
remains largely deterministic. One reason for this is due to the complex modeling workflow with
both multiphysics : aerodynamics and hydrodynamics, and multiscales : wake analysis at the
wind farm scale and dynamics at the turbine scale. On top of it, such simulations are facing a
limit in computational cost feasibility, because of the need to sample the joint probability of wind
and wave occurrences during the service life, and of the time needed to simulate one stationary
phase of aero-servo-hydro-elastic dynamic response of the structure. Because of such constraints,
the engineers need to use well known approaches with simplifying assumptions, like the Blade
Element Momentum approach for aerodynamics, or the Morison formula for the hydrodynamics
around thin solid elements.

In this WP, we studied different ways to make progress in this situation. First, we suggest
different approaches to reduce the computational cost:

• with surrogate models based on a parameterization of the wake deficit shapes or directly
of the wind farm layout, dedicated for quasi-static or dynamic wake simulations,

• with a clustering analysis of the wind deficit and turbulence conditions over the different
turbines in a wind farm, in order to reduce the number of unique (and costly) reliability
analyses of individual turbines.

Then, we provide quantification on the approximation of simplified engineering modeling of
aerodynamics and hydrodynamics, when compared to high fidelity modeling. This information is
computed in the wind and wave parameter space by means of interpolating Gaussian processes
which are iteratively built to reduce the uncertainty on the difference.

4.2 Wind farm wake and layout parameterization
Estimating the loads and power output of individual wind turbines within a wind farm is an
important part of almost any wind farm design and optimization study. Engineering wake models
such as those implemented in the PyWake tool (Pedersen et al., 2023) can provide an efficient
estimation of the power output. However, load estimations will typically require aeroelastic load
simulations, which are significantly more expensive. A popular way of reducing the computational
expenses is by mapping the advanced (aeroelastic) model behavior to a simpler function (typically
a regression model) called a surrogate model. For wind farm related surrogates, the influence
of neighboring turbines needs to be encoded in terms of a fixed set of quantities that serve as
surrogate model inputs. We refer to this process as wind farm layout parameterization. A specific
challenge is that the layout will vary from wind farm to wind farm, which makes it difficult to
generalize the parameterization so that the surrogate models can be used on arbitrary wind farms.
The Hiperwind project developed two procedures for wind farm wake effect parameterization and
subsequent surrogate model training as part of Deliverable 3.1 (McWilliam et al., 2022). The
two approaches are outlined in the following sections.
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4.2.1 Wind farm wake effect parameterization using surrogates for local wind esti-
mates

This first approach is derived for the most frequent case of quasi-static engineering wake models.
Such models are computing the time-averaged wind speed deficit and added turbulence within
the wind farm for a given duration, generally 10 min, for which the turbulent wind process
is assumed stationary. The model chain is represented on Figure 4.1. When considering the
computational cost distribution among the different steps of this model chain, the part composed
of the turbulence box generation plus the aero-servo-hydro-elastic simulator which are surrounded
by a red rectangle in this figure are clearly dominating the quasi-static wake model. In this
study, the wake simulator used is from FarmShadowT M library of IFPEN, with a super Gaussian
deficit Blondel and Cathelain (2020), the Qian-Ishihara wake-added turbulence model Blondel
and Cathelain (2018) and a linear superposition in case of wake interactions.

Figure 4.1: Sketch of a wind farm wake effect parameterization workflow using surrogates for
local wind estimates. Diagram reproduced from McWilliam et al. (2022).

Based on this consideration, this first strategy aims at reducing the computational cost pre-
dicting the power and load on the different wind turbines of a farm, by replacing this costly part by
a surrogate model. To do so, it is required to compress the information given by the quasi-static
simulator in a reduced list of parameters which will drive the dimension of the surrogate. Indeed,
when defining a surrogate, one needs to make a Design of Experiments (series of simulations)
to train it, and it is well known that the computational cost increases a lot with the number of
dimensions to maintain a good model performance.

A starting point of important parameters given by the quasi-static wake simulator for a given
turbine is the time-averaged wind speed and its corresponding standard deviation measuring the
turbulence, both averaged on the rotor surface (alternatively, one may choose to keep the value
at the hub only). To enrich the information while limiting the surrogate dimension, we choose
to add parameters representing only the deficit anisotropy on the vertical plane crossing the
rotor. We used in this study the TurbSim generator of NREL that is based on the Kaimal wind
spectrum. At any given point of the turbulence box, the wind speed can be decomposed into a
mean value and a zero-mean stochastic process. Our idea was to replace the mean part by the
wake deficit computed by the wake simulator and reconstruct a wake-modified turbulence box.
This modification is represented for a vertical plane in Figure 4.2, with the turbulence part on
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Figure 4.2: Illustration of turbulence field being modified by a single wake. Plots reproduced
from McWilliam et al. (2022).

the left, a wake deficit on the middle and the final result on the right.
The parameterization then consists to select parameters representing the wake deficits seen on

a vertical plane at the rotor location, from the result of FarmShadowT M simulator. We choose
a test function from Porté-Agel Gaussian wake model Bastankhah and Porté-Agel (2014) which
is composed of the ambient term including a power-law vertical shear with 2 parameters, and a
term for each wake deficit seen by the considered rotor with 3 parameters for width, height and
intensity of the deficit.

For each given FarmShadowT M simulation and each vertical planes at rotors (Figure 4.2),
a least square fitting is performed to associate a parameterized deficit with variable number of
superimposed deficits. For Teesside wind farm a maximum of 2 deficits is found suitable for the
cross-wind direction, as illustrated in Figure 4.3.

Figure 4.3: Proportion of number of wakes required to fit the vertical plane deficits for Teesside
wind farm. Plot reproduced from McWilliam et al. (2022).

It is then possible to replace aero-servo-hydro-elastics simulations performed with DeeplinesWindT M

by a Kriging surrogate to relate the local deficit parameters to a given load on the wind turbine
structure. The result is illustrated in Figure 4.4 with a good reproduction of the flapwise DEL
predictions for a turbine at the centre of the wind farm.

4.2.2 Wind farm wake effect parameterization using layout encoding

A number of previous studies use wind farm layout parameterizations to characterize wake inter-
actions: Yan et al. (2019); Dimitrov (2019); Dimitrov and Natarajan (2021); Sun et al. (2020);
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Figure 4.4: Comparison of blade flapwise DEL predictions with the surrogate model vs. reference
simulations. Plot reproduced from McWilliam et al. (2022).

Bleeg (2020). Most of these approaches have challenges with generalizing the model to arbi-
trary wind farms, either because the parameterization is based on just a few variables which
are not sufficient to describe all possible layouts (Yan et al., 2019; Dimitrov, 2019), or because
the number of variables grows proportionally to the number of turbines in the farm (Dimitrov
and Natarajan, 2021). With the present study, we seek to alleviate this issue by introducing an
additional autoencoder model which translates layout-derived features into a few latent variables.
With this approach, it is feasible to encode the layout of an arbitrary wind farm by two features
per each turbine, which are then reduced by the autoencoder to a small number of latent vari-
ables (3-6) that are suitable as inputs for load and power surrogate model training. The entire
modelling setup (Figure 4.6) includes environmental conditions and wind farm layout features as
inputs, and predicts individual wind turbine response (loads and power). The autoencoder part is
trained on PyWake simulations of a large number of wind farms with arbitrary layouts, while the
load prediction surrogate is trained using aeroelastic simulations with Hawc2 where dynamic wake
effects are introduced with the dynamic wake meandering (DWM) model (Larsen et al., 2008).
Further details on the autoencoder training part are available in Dou and Dimitrov (2022).

Virtual load monitoring using wind farm load surrogates
The load prediction surrogate described above was integrated in a procedure for recovering accu-
mulated fatigue load history by feeding operational SCADA data. In the absence of actual load
measurements in most existing wind farms, this approach provides a model-based approximation
of the fatigue accumulation. The SCADA data are used to determine the actual site-specific
environmental conditions as well as the operating patterns of the turbines (e.g., normal operation
periods, number of startups/shutdowns, curtailment, idling) (Dimitrov and Natarajan, 2019).
For the periods of time under normal operation, the wind direction and the farm layout are fed
as inputs to the autoencoder model, which outputs a set of latent variables per turbine that
describe wake interaction. These variables, together with the ambient wind speed, are fed to
a load prediction model which estimates the accumulated DEL (Damage-Equivalent Loads) per
turbine in the wind farm. Further, DEL increments for the periods with transient events (startups
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Figure 4.5: Sketch of a wind farm wake effect parameterization workflow using layout encoding.
Diagram reproduced from McWilliam et al. (2022).

Figure 4.6: Sketch of load modelling workflow using wind farm layout encoding as surrogate
model inputs. Diagram reproduced from McWilliam et al. (2022).
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Figure 4.7: Normalized blade damage-equivalent load accumulation history for turbines at
Teesside. Figure reproduced from McWilliam et al. (2022).

and shutdowns) are estimated by table look-ups as it is expected the wake effects do not play
a significant role in these cases and a simpler estimation is sufficient. These steps result in a
model-based estimate of the fatigue load history in the farm, as illustrated in Figure 4.7 for the
Teesside wind farm.

4.2.3 Turbine clustering

Reliability-based design of an offshore wind turbine requires a huge number of calls to the aero-
servo-hydro-elastic simulator because of the very small annual failure probability of 1E-04 to 1E-05
that is targeted after international design standards IEC (2019a), depending on the component
redundancy. When considering the large computational cost of such simulations, design engineers
are facing challenges to get such information in a pragmatic and time-efficient way consistent
with industrial project constraints. To reduce this difficulty in a pragmatic way, we investigated
a clustering method which groups the turbulent wind conditions seen by the different wind farm
turbines in few groups seeing similar conditions.

The starting step consists in propagating the uncertainty from ambient wind conditions to
wake-modified ones, using engineering wake simulations. We used here the quasi-static wake
model already introduced in section 4.2.1 and to reduce the dimension while keeping the most
important information for loading, we considered only 2 scalars representing the mean speed and
its associated variance. Initially, the idea was to take into account the wake model uncertainty,
estimated from the difference between several engineering models and from their difference with
higher fidelity models. However, this option was dismissed because some differences, specifically
in case of strong wake interactions, need further investigation to be fully clarified and validated.
Given the short computational time of quasi-static wake analysis, a simple Monte-Carlo procedure
was applied and provided the joint distribution of the 2 scalars, as illustrated in Figure 4.8. As
expected with wakes, the mean speed margin probability is shifted to the left from the ambient
curve, indicating the deficit, while the turbulence intensity marginal probability is shifted to the
right from the ambient curve, indicating the added turbulence.

To perform clustering on probabilistic distributions, it is first required to choose a metric mea-
suring the distance between two distributions. We chose here the Maximum Mean Discrepancy
(MMD) defined in Sriperumbudur et al. (2010). Several clustering methods were compared and
it was found that only few groups were necessary to represent the turbulent wind conditions over
the whole wind farm of South Brittany which is composed of a 5x5 layout, Figure 4.9.
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Figure 4.8: Marginal distribution for mean speed (left) and turbulence intensity (right) on floating
turbines of a theoretical wind farm in South Brittany, France. Figure reproduced from Ardillon
et al. (2022).

Figure 4.9: Mean absolute MMD errors (in percent) in wind speed and turbulence intensity over
the full domain for every clustering solution for the South Brittany wind farm. Figure reproduced
from Ardillon et al. (2022).

Let us underline that this clustering is only valid for Fatigue Limit States, as it is based on the
MMD between full probabilistic distributions. For Ultimate Limit State, designers are looking for
the worst case over the wind farm.
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4.3 Wake model uncertainty
Wake phenomenon is a critical part in the design of offshore wind farms as it strongly decreases
the production. Several models have been developed to simulate this process. High fidelity
models of the turbulent wind flow dynamics like the Large Eddy Simulations (LES) are too long
for being used in engineering context, e.g. in the layout optimization at the early stages of a wind
farm design. For this reason, several models, hereafter called ”engineering wake models”, have
been developed and used with simplifying assumption in stationary conditions. They are based
on assumption of the wake geometries in transverse and downstream directions, and mass plus
momentum balance principles, see e.g. Blondel and Cathelain (2020) for more details on such
models.

The first objective of the study on wake model uncertainty was to analyze the approximation
introduced by engineering stationary wake models in specific conditions, for which their empirical
assumptions may be questioned: strong wake interactions in the case of small inter-turbine dis-
tance that is occurring in crosswind direction, atmospheric boundary layer state deviating from
the neutral condition for which empirical fitting of the models have been validated. Indeed, the
atmospheric stability has a well known influence on the wake with with an increase of recovery
length when the stability increases. To achieve this goal, several LES simulations were performed
with PALM Maronga et al. (2020); Steinfeld et al. (2015) and Meso-NH Joulin et al. (2020);
Jézéquel et al. (2021) software in wich the turbines are modeled by means of Actuator Disc for
PALM and Actuator Lines for Meso-NH. As the possibility to have different stability conditions
than neutral for the atmosphere is correlated with lower wind speeds, the scenarii are run for
below-rated wind speeds. Also, to investigate the wake interaction influence, both mainwind
and crosswind directions have been studied. The case of neutral, Figure 4.10 and stable, Fig-
ure 4.11 were successfully simulated with these LES tools, however the unstable simulations are
not exploitable as the convection cell size should have required a much larger domain.

As a result, wake profile at difference distance downstream of a rotor have been compared
to that of a stationary engineering wake model from FarmShadowT M IFPEN library. In neutral
conditions, the difference remains small, confirming the validation of engineering fitting for these
conditions, Figure 4.12. However a larger discrepancy is observed for stable conditions with an
overprediction of the wake deficit and turbulence for the engineering model, Figure 4.13 and for
strong wake interactions for crosswind directions, indicating a need of future investigations in the
engineering model assumptions for these specific wind and farm conditions.

Figure 4.10: Figure reproduced from Ardillon et al. (2022).
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Figure 4.11: Figure reproduced from Ardillon et al. (2022).

The second objective was to provide a quantitative estimate of the engineering model approx-
imation by comparing it to a less time consuming but still more physical wake model with the
DWM-HAWC2 implementation of DTU of the Dynamic Wake Meandering phenomenon Rein-
wardt et al. (2021). A substantial DoE with 5460 simulations for the two models was computed
in the 3D wind parameter space (mean speed, turbulence and direction), Figure 4.14. The larger
differences are also observed for the case of strong wake interactions in crosswind direction,
for which the inter-turbine distance is the smallest. The difference is interpolated in the full
parametric space by means of GP fitting which are represented according to the wind direction
in Figure 4.15. Again, the large differences are seen at crosswind at 308 ◦. For most of the
other scenarios, the difference in normalized deficit is less than 2% while FarmShadowT M often
overpredicts the turbulence when compared to DWM-HAWC2. Based on this study results, fu-
ture investigations should be devoted to the validation of both models in case of strong wake
interactions, to check the assumptions derived from previous site data Larsen et al. (2015).
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Figure 4.12: Neutral atmosphere: vertical and horizontal cuts of mean wind speed at the middle
row position and at hub height, respectively. Figure reproduced from Ardillon et al. (2022).
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Figure 4.13: Stable atmosphere: vertical (up) and horizontal (down) cuts of mean wind speed at
the middle row position and hub height, respectively. The vertical lines show selected positions to
extract vertical and horizontal profiles downstream of the first turbine. Figure reproduced from
Ardillon et al. (2022).
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Figure 4.14: Teesside: FarmShadowT M and DWM-HAWC2 model results: normalized mean speed
difference on the left, and normalized turbulence difference on the right. Figure reproduced from
Ardillon et al. (2022).

Figure 4.15: Figure reproduced from Ardillon et al. (2022).
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4.4 Simulation of special turbulence cases
Simulation of wind turbine response under extreme transient events (extreme gusts, direction
changes, wind shear) is a key part of the IEC61400-1 load design basis. The simulations under
such events, especially when combined with mechanical or electrical faults, can often become
design drivers. The extreme transient events in IEC61400-1 are defined in terms of synthetic
functions (such as e.g. gusts following a bell-shaped curve), and the event magnitudes are a
deterministic function of the wind speed and turbulence class.

Following the methodology for gust detection from operational data presented in Hiperwind
D2.3 (Kelly and Vanem, 2022), it becomes relevant to embed realistic transient event histories
in load simulations, and compare their effect on loads to the synthetic events prescribed by the
IEC standards.

4.4.1 Turbulence box generation with the Hipersim tool

As part of Hiperwind D3.1 (McWilliam et al., 2022), a new Python-based turbulence box gener-
ation tool was developed, which also has the capability to embed arbitrary time series in the load
simulations, or the so-called constrained turbulence simulations (Dimitrov and Natarajan, 2017).
The turbulence box generation tool is named Hipersim, and it is an open-access, open-source tool
distributed under a MIT license and available to install as a Python library at pypi.org. A more
detailed overview of its capabilities is provided in (Dimitrov et al., 2024b). Figure 4.16 shows a
verification of the Hipersim turbulence outputs to the theoretical Mann spectrum. Further, Fig-
ure 4.17 illustrates how the application of constraints affects the properties of the turbulent wind
field. The top plot in the Figure shows the wind speed along the x-axis (which is equivalent to the
time dimension as the turbulence box represents a so-called ”frozen turbulence” field) at a single
point in the y −z plane at height z = 10m. The blue curve shows the wind speed for a randomly
generated, unconstrained turbulence box. A number of constraints are imposed (black curve),
which results in wind speed following the red curve. The center and the lower plot in Figure 4.17
show a vertical cross-section of the turbulence box along the line where constraints are applied
- with the middle plot showing the unconstrained field, and the lowest plot the constrained field
respectively.

The constraint application capability of Hipersim was used to embed measured extreme tran-
sient event time series into turbulence boxes which were then used as inputs to aeroelastic load
simulations. This study is further detailed below in Section 4.4.3.

4.4.2 Generation of non-Gaussian turbulence boxes

This subsection is based on Dimitrov et al. (2024b).
As a post-processing step, the statistics of the wind fields can be modified to obtain non-

Gaussian properties while maintaining the target spectra and coherence of the Mann model.
The algorithm is proposed by Rosales and Meneveau (2006) and prescribes a deformation of the
original Gaussian field with a Lagrangian evolution. The method has a single adjustable parameter
that influences the evolution of the field and thereby the non-Gaussian increment statistics.

Figure 4.19 shows histograms of velocity increments found for three different separations. The
full lines show the increments of the non-Gaussian turbulence fields, while the dashed lines show
a Gaussian fit to the distribution.
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Figure 4.16: Coherence and spectra of turbulent fields generated with the Python-based tool
Hipersim, compared to analytical targets. Figure is reprinted from Dimitrov et al. (2024b)

The impact of non-Gaussian turbulence on turbine loads was investigated by simulating the
turbine under normal operations over a range of wind speeds. Overall non-Gaussian turbulence
had a small impact on the loads, below we show the most extreme case where the skewness was
set to -1 and the kurtosis was 6. The non-Gaussian effect amplifies large negative fluctuations
in the turbulence. For above rated conditions, this creates more situations where the rotor is
operated near rated conditions, where the loads are the greatest (see Figure 4.21). The results
did show a more significant impact on tower top yaw moments over all wind speeds, suggesting
that there is an asymmetric effect (see Figure 4.22).
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Figure 4.17: Illustration of the application of constraints in Hipersim. Figure is reprinted from
Dimitrov et al. (2024b)
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Figure 4.18: Gaussian and non-Gaussian turbulence fields of the transverse velocity component.

Figure 4.19: Histograms of non-Gaussian ve-
locity increments (full lines) and Gaussian fits
(dashed lines) for three different separations
(∆x).

Figure 4.20: Mean skewness (pink) and mean
kurtosis (blue) as function of the C parameter
for 4 turbulence simulations of different seeds.
Error bars show the standard deviation.
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Figure 4.21: Maximum Tower Bottom Bend-
ing Moment For-Aft due to non-Gaussian tur-
bulence

Figure 4.22: Maximum Tower Bottom Bend-
ing Moment For-Aft due to non-Gaussian tur-
bulence
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4.4.3 Impact of transient event profiles on wind turbine loads

The most extreme gust events identified from the work described in section 3.5 were used to
investigate the impact on loads. Wind velocity time series derived from measurements were
reproduced using HIPERSIM. An example of one of these events is shown in figures 4.23 and 4.24,
which correspond to a significant stream-wise acceleration and change in direction respectively.

Figure 4.23: The largest filtered streamwise ac-
celeration compared to the corresponding tur-
bulence box generated with HIPERSIM

Figure 4.24: The largest filtered transverse ac-
celeration compared to the corresponding tur-
bulence box generated with HIPERSIM

The data only gives the velocity at a pair of points in space (100m and 160m altitude).
However, the generated turbulence covers the whole simulation domain, so multiple time series
placements were investigated (see Figure 4.25 below). Overall, it was found that configurations
that created large coherent gust structures (i.e. the same gust applied to 4 locations on the
rotor) generated the larger loads, however the difference were not significant.

HAWC2 simulations were used to compare the loads from these transient events to similar
transient events defined within the IEC 41600 standards (i.e. EOG and EDC). Overall, the
IEC defined events produced larger loads than the transient events (see figures 4.26 and 4.27).
However, in many cases the transient event loads would exceed the IEC loads below rated.
Furthermore, the IEC events are meant to represent 50-year return loads, while the significant
acceleration events were taken from a 16 year data set, that was further down sampled (according
to wind speed and direction) to approximately 1.3 years.

To isolate the effect of the significant acceleration events, a series of identical simulations
without the event were generated. The differences in the loads are plotted in time, along with with
the streamwise and transverse acceleration of the event. Figures 4.28 and 4.29 show the impact
of streamwise and transverse accelerations on tower bottom over-turning moments respectively.
In both cases, multiple turbulence seeds were considered. The plots show a clear correlation
between the streamwise acceleration and elevated loads. However, transverse accelerations do
not appear to show significant differences.

This work was the subject of a conference talk McWilliam et al. (2023b), and the associated
data was also published as a data set McWilliam et al. (2023a). Two academic publications are
being prepared based on this work, McWilliam et al. (2025b) and McWilliam et al. (2025a).
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Figure 4.25: The different locations for placing the time series

Figure 4.26: Tower bottom over-turning mo-
ment statistics, due to significant stream-wise
acceleration events at 100m

Figure 4.27: Root flapwise bending moment
statistics, due to significant stream-wise accel-
eration events at 100m
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Figure 4.28: Comparison of tower bottom over-
turning moment time series, due to significant
stream-wise acceleration events at 100m

Figure 4.29: Comparison of tower bottom over-
turning moment time series, due to significant
direction changes

57



HIPERWIND 4 PROBABILISTIC LOAD ASSESSMENT (WP3 OUTCOMES)

4.5 Hydrodynamics model uncertainties
This subsection and the remainder of the text in Section 4 are primarily based on Hiperwind
Deliverable D3.3 (Peyrard et al., 2022).

4.5.1 Approximations of MacCamy-Fuchs approach for monopiles

Design optimization of monopile foundations requires accurate simulations of the hydrodynamics.
With the increasing size of monopile diameters, the usual Morison formula is not an accurate
approximation anymore. This has been mitigated by replacing the Morison formula with the
less conservative MacCamy-Fuchs (MCF) solution derived from analytical solution of diffracted
waves around a vertical cylinder MacCamy and Fuchs (1954). Despite this improvement, the
MCF approach which is used in some engineering software like Bladed of DNV still introduces
some approximation by :

• assuming the immersed foundation to be of constant radius which is not valid in particular
when the Transition Piece (TP) is also partly immersed,

• not accounting properly for the full second-order wave loads, as opposed to a diffraction
problem solved with Quadratic Transfer Functions,

• assume a specific stretching model for wave propagation in water depth.
A parametric study was conducted to compare MCF solutions with higher fidelity solutions of

potential flow theory, to investigate the influence of each approximation listed above.
When the radius of TP is large when compared to that of a monopile, MCF can produce both

overestimations (when TP crossing water surface is large) and underestimations of fatigue (when
immersed TP is thin).

For the wave load order, an overestimation of the MCF model is found for short periods to
the contrary of an underestimation for the long periods, Figure 4.31.

Similar conclusions are found when considering different stretching models (Wheeler and
Wheeler+ Sutherland (1992) models), with up to 10% of difference in Damage Equivalent Load.

4.5.2 Uncertainty in fitting drag coefficient for floating wind turbine

The dynamics of Floating Wind Turbine is largely ruled by the floater hydrodynamics. Many
floater technologies have been developed for which a detailed list goes well beyond the scope of
this project. We selected here the well studied UMaine generic semi-submersible floater developed
by Univ. of Maine Allen et al. (2020). It is composed of vertical cylinders piercing the water
surface and immersed pontoons of rectangular sections, Figure 4.32 which may trigger complex
flow patterns including vortices, leading to quadratic damping on the floater motion. Such
behaviour is represented in engineering aero-servo-hydro-elastic simulators by a drag term in
Morison formula which can be fitted after experimental basin tests Venugopal et al. (2006) or
numerical CFD Clément et al. (2022).

Two solvers were compared in this study. The first solver employs the OpenFoam® open
source software with Volume Of Fluid approach Hirt and Nichols (1975) for the air/water multi-
phases modeling and Fluid-Structure Interaction (FSI). Appropriate relaxation is used at both
inlet and inlet to generate waves and avoid boundary reflection in the numerical wave tank. The
second solver is neptune cfd 3D multi-field solver developed in the NEPTUNE project of EDF,
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Figure 4.30: Relative DEL error between MCF and linear Potential Flow theory (positive value
means MCF produces higher DEL), for a large water depth and large TP diameter modified from
Teesside case study. Figure is reprinted from Peyrard et al. (2022).

Figure 4.31: Relative DEL error between MCF and second-order Potential Flow theory (positive
value means MCF produces higher DEL), for a large water depth and TP diameter of Teesside
case study. Figure is reprinted from Peyrard et al. (2022).
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Figure 4.32: UMaine floater sketch with components modelled by CFD in red. Figure is reprinted
from Peyrard et al. (2022).

CEA, Framatome and IRSN. It is based on a two-fluid approach with a single pressure Mimouni
et al. (2010), a porosity FSI approach Ishii (1975), and Large Interface Model of Hirt and Nichols
(1975) for air/sea interface. A relaxation with the addition of source terms is used for generation
and absorption of waves at inlet and outlet.

The Morison formula is written as follows :

Fmx = ρV Cmxu̇x + 1
2SxCdux|u|, (4.1)

where x is the direction of the load, u the relative velocity of the object, ρ the fluid density,
V the volume of the solid, and Sx the projected surface of the solid on a plane normal to the
x-axis.

Two methods of extraction of drag coefficients from CFD loads on the structure were tested.
The first method is the commonly used least square one, called L2 in the following. As this
method may be sensitive to a phase shift error in the hydrodynamic force time series, a second
method called ”order 3” was defined in Arai (1993), approximating the force with a Fourier
decomposition at order 3. However this method relies on a small term of the time series which
may also produce error.

The results for an immersed pontoon are shown on Figure 4.33 with good reproduction of
experiments for both methods over a large range of wave conditions measured by the Keulegan-
Carpenter (KC) number. An uncertainty is however observed, depending on the turbulence model
(difference between the two neptune cfd results), the FSI and multiphase assumptions (difference
between the 2 solvers), and the theoretical particle velocity method (difference between the two
OpenFoam® results).

A similar validation was conducted for a vertical cylinder piercing the sea level. Finally, the
fitting was performed with the whole model of the UMaine floater, considering the forces on
different zones represented on Figure 4.34. As illustrated in Figure 4.35, the fitted drag value is
largely varying, depending on the fitting method, with some possible large error like the strong
overprediction of the L2 method for small KC with pitch forced motion.

This study underlines the need to consider not only a constant value for the drag coefficient
of a floater component in engineering hydrodynamic simulation using Morison approach, but
consider instead an uncertainty in this coefficient ruling the floater damping and then may have
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Figure 4.33: Neptune cfd (colored dots), OpenFOAM® (cross and diamonds) results of L2 fitting,
compared to experiments of Venugopal (2002). Figure is reprinted from Peyrard et al. (2022).

Figure 4.34: Zones used to extract the Morison coefficients. Figure is reprinted from Peyrard
et al. (2022).
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Figure 4.35: Drag coefficient for zone 3, with two different extraction methods. Heave and pitch
imposed motions. KC varying. Figure is reprinted from Peyrard et al. (2022).

consequence on the fatigue life of the structure. Also, additional work should be paid on the
fitting procedure itself, to get a robust prediction.
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Figure 4.36: 3D illustration of a of wake accommodation technique with the CASTOR library
Blondel et al. (2024). In the near wake, the size of the filaments (vortex elements) increases
progressively (“shed merging” technique). After a transition, only the tip vortices remain to
model the far wake. For this illustration, the wake has been frozen. Figure is reprinted from
Peyrard et al. (2022).

4.6 Aerodynamics model uncertainties
The usual aerodynamics approach in fully coupled multiphysics is the Blade Element Momentum
(BEM) approach Glauert (1935) which allows to reduce the computational time to accessible
levels. This approach may however introduce strong approximations, in particular for complex
3D and dynamic flow patterns with large highly flexible wind turbines recently developed Shaler
et al. (2023).

In this study, we took advantage of the higher fidelity model CASTOR of IFPEN which is
based on lifting line theory with vortex filaments for both blade and wake discretization. We will
use the term ”Vortex simulations” for it in the following. It includes the viscous flow along the
blade as it uses aerodynamic polars. The model was first optimized with a reducing strategy
combining shed merging (filaments representing the time variation with blade rotation), and a
transition to tip vortices only at downwind distance from the rotor, see Figure 4.36.

To interpolate the information in the space of stationary wind parameters (mean speed, turbu-
lence, direction), we choose to use a Gaussian Process (GP) regression which has the advantage
to provide naturally an information on the uncertainty of this interpolation with its standard de-
viation. It is then possible to use it to define iteratively new points of computations for reducing
this uncertainty. For example, Figure 4.37 represents the GP of the time-averaged power on a
cloud of points defined by a Latin Hypercube Sampling (LHS), computed from few simulations
with Vortex simulations (black points). Similar GP were built for other quantity of interest: the
flapwise and edgwise Damage Equivalent Loads (DEL) of blades, and the time-averaged aero-
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Figure 4.37: GP std of the time averaged power from Vortex simulations, with candidates and
new points selected for the second iteration of the DoE. Figure is reprinted from Peyrard et al.
(2022).

dynamic thrust. For each of them candidate to compute new simulations are chosen to reduce
the uncertainty. Finally, the magenta represent the new set of points that are manually selected
among these candidates with a minimum distance between them to avoid redundancy.

The accessible computational cost of BEM allows to make substantial DoE. We performed
300 simulations for the Teesside case study with fixed foundation distributed in the 3D space of
wind parameters. By contrast the Vortex simulations are much longer to compute, so that the
iterative procedure was done to get a good distribution of 30 of them.

For the second case study of a floating wind turbine in South Brittany, it was required to
extend the parameter space to 6D for including wave parameters. DoE of 700 BEM points and
60 Vortex points were computed with similar procedures.

The approximations of BEM when compared to higher fidelity Vortex simulation, can be
quantified over the whole parameter space with the difference of the GPs based on BEM and
on vortex simulations. Figure 4.38 shows this difference according to the mean speed, for the
time-averaged thrust. It can be seen that this difference is small for the fixed case (about 2%
for the thrust between the means), while a larger discrepancy is noticed at the rated wind speed
for the floating case. The latter may be explained by the fact that the blade pitch and torque
ROSCO controller of the IEA-15 MW wind turbine was tuned according to BEM simulations and
thus is not consistent with the Vortex simulation.
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Figure 4.38: Mean and standard deviation of GP for the time-averaged aerodynamic thrust from
BEM and Vortex simulations. Teesside case study (left), South Brittany case study (right).
Figure is reprinted from Peyrard et al. (2022).
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Figure 4.39: Representation of the two nested iterative loops solving the wind field in the farm.
Figure is reprinted from Ardillon et al. (2022).

4.7 Wake analysis for floating wind turbines
An additional complication for the future floating wind farm design is that floater motion should
influence the power production and the fatigue life of the structures, Doubrawa et al. (2021);
Johlas et al. (2021). Actually, the main influence is double, first due to the rotor inclination which
rules the power production, and second due to an uplift of the wake generated by the floater. This
study of HIPERWIND project has developed a new software which takes into account the time-
averaged floater motion, its influence on the wake, i.e. wind speed deficit and added turbulence
for downwind turbines, and the feedback of the time-averaged aerodynamic thrust on the floater
motion. This process is implemented by means of a double loop, as illustrated in Figure 4.39.

The new model was applied on the theoretical floating wind farm at South Brittany considered
as a case study in Hiperwind. Its layout is composed of 5 per 5 IEA 15MW turbines on UMaine
semi-submersible floaters with 7D (resp. 5D) inter-turbine distance along main wind (resp.
crosswind) directions. It was found that the displacement components of the time-averaged
motion of the floater have negligible consequence on the layout geometry and on the production
or structure loads. By contrast, the pitch inclination of the floater has a noticeable influence,
first on the wake uplift which can be seen on Figure 4.40.

This effect should be profitable for the production and is maximum at rated wind speed for
which the aerodynamic thrust reaches a maximum. However, as represented in Figure 4.41, its
effect partially cancels out with the rotor inclination direct negative effect on the production. This
pioneering study motivates future investigations with less approximations and other case studies to
confirm or not the balance of the counteracting effects. In particular a more accurate computation
of the rotor performance curves Cp, Ct for production and thrust should be considered taking into
account the difference of the mooring system stiffness according to the wind direction. Also, the
consequence of the floater inclination was modeled here similarly to the yaw correction, e.g. for
wake steering in wind farm control. Hence, a more physical modeling may include interactions
between the wakes and the vertical shear of the wind flow or with Dynamic Wake Meandering.
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Figure 4.40: Axial velocity profile ahead of the second rotor in the middle row depending on the
wind direction. Case A (top): 8m/s, head-wind with vertical shear. Case C (middle): 11m/s,
crosswind with vertical shear, Case D (bottom): 11 m/s crosswind, no vertical shear. The rotor
is represented as a red dashed line. Figure is reprinted from Ardillon et al. (2022).

Figure 4.41: Yearly averaged farm production taking different effects into account. Figure is
reprinted from Ardillon et al. (2022).
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5 Advanced uncertainty propagation and structural relia-
bility assessment methodologies (WP4 outcomes)
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5.1 Surrogate Modelling of High-Dimensional Input/Output Time-Series
5.1.1 Introduction

Surrogate modeling is crucial in reducing the computational burden of aero-servo-elastic (ASE)
simulations for wind turbine reliability assessment. These models offer a computationally efficient
alternative to full simulations, enabling extensive design exploration and uncertainty quantifica-
tion. The focus of this section is on the development of a sequence of surrogate models capable of
predicting time-series outputs from high-dimensional input time-series, specifically in the context
of wind turbine dynamics. This Section is based on the HIPERWIND report D4.1 Dimitrov et al.
(2022), as well as on the follow-up journal paper Schär et al. (2024).

5.1.2 Problem Statement

The behavior of a wind turbine under varying environmental conditions can be abstracted as a
deterministic function:

y(t) = M(x(T ≤ t)). (5.1)
where y(t) represents the time-dependent output quantity of interest (QoI) such as rotor speed,
blade pitch, and power output, and x(t) is a set of input time-series such as wind speeds and
the turbine’s state variables. The objective is to approximate the deterministic model M with a
surrogate model M̂ that is computationally inexpensive to evaluate:

y(t) = M(x(T ≤ t), β) ≈ M̂(x(T ≤ t), β̂). (5.2)
while ensuring that the approximation error remains within acceptable limits.

5.1.3 Computational Model and Validation

The surrogate models are trained and validated using simulations of the NREL 5MW reference
wind turbine (Jonkman et al., 2009), implemented in the OpenFAST ASE simulator (NREL,
2021). The validation is conducted against a large dataset comprising approximately 2,000
simulations, representing different wind scenarios, including a normal turbulence model (NTM),
extreme turbulence model (ETM), and extreme operating gusts (EOG) as defined by the IEC
standard IEC (2019b).

Turbulent wind fields are generated using the TurbSim software (Jonkman, 2009), which
produces 3D wind speed matrices for the longitudinal, transverse, and vertical wind components.
These matrices are discretized both spatially and temporally.

The accuracty of the surrogate models is evaluated using error metrics such as root-mean-
square error (RMSE) for time-series predictions, and statistical measures like Damage Equivalent
Load (DEL) for fatigue analysis.

5.1.4 mNARX autoregressive modelling

Aero-servo-elastic simulators are characterized by a high input dimensionality (the entire tur-
bulence boxes), strong non-linearities, and active control systems. This complexity cannot be
handled with classical surrogate modelling techniques, which led us to the development of the
novel mNARX (manifold Nonlinear Auto-Regressive model with eXogenous inputs, (Schär et al.,
2024)) surrogate model. This method leverages both the spatial coherence of wind fields and the
temporal dependence of QoIs, and is schematically represented in Figure 5.1.
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Figure 5.1: Graphical representation of the mNARX surrogate modelling strategy

Leveraging spatial coherence: dimensionality reduction To manage the high dimension-
ality of the input wind fields, the spatial dimensions of the turbulence box V(t) are reduced to
a small set of spatial modes ξ(t) using the Discrete Cosine Transform (DCT), focusing on the
low-frequency modes that have the most significant impact on the turbine response. An example
of the effects of this compression is given in Figure 5.2.

Figure 5.2: Original vs. reconstructed wind field after truncating its spectral representation to
the first 16 DCT modes. Left: original 2D turbulence box slice. Middle: 2D DCT coefficients.
Right: reconstructed turbulence box slice after truncation.

Construction of an input manifold Once the dimensionality of the exogenous input is reduced
via the DCT, additional input features z(t) can be added to an input manifold ζ(t) = {ξ(t), z(t)}.
The set of features z(t) can comprise both additional exogenous inputs/features, or auxiliary
quantities that can be needed to properly predict the dynamics of the system response. For a
wind turbine, typical examples include: blade pitch, rotor angular speed, rotor azimuth, etc..

Final NARX model Once the full input manifold ζ(t) has been constructed, a classical NARX
model can be used to predict the time evolution of a desired QoI yi(t) as a function of the input
manifold:

ŷi(t + δt) = M̃
(

ŷi(t), ŷi(t − ℓy
1), . . . , ŷi(t − ℓy

ny
),

ζ(t + δt), ζ(t), ζ(t − ℓζ
1), . . . , ζ(t − ℓζ

nζ
)
)

,
(5.3)
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Figure 5.3: Graphical representation of the performance of the mNARX surrogate for the blade
root moment for a realization in the extreme operating gust out-of-sample validation set. Left:
prediction (red) with high relative error with respect to the true response (black); Right: prediction
(green) with low relative error with respect to the simulator output (black).

where the ℓ• indicate the total number of lags considered for each manifold and autoregressive
input. For more details on the choice of lags, as well as the construction of the input manifold,
the reader is directed to Schär et al. (2024).

5.1.5 Surrogate performance

The performance of the mNARX surrogate model is assessed across different wind regimes and
for different QoIs. Overall, it achieves high accuracy, particularly in extreme wind conditions,
with a slight reduction in the intermediate wind speed regimes. A summary of its performance is
given here:

• The surrogate demonstrates overall high stability and satisfactory accuracy across the var-
ious wind regimes;

• This holds both for instantaneous responses (e.g. instant power output or bending mo-
ments), and for integrated quantities (e.g. maximum 10-minutes loads, fatigue loads or
total energy produced);

• Computational training costs are relatively low, with satisfactory performance reached with
as few as 100 training simulations.

An example of the performance of the surrogate on a realization of the extreme operating
gust out-of-sample validation set Schär et al., 2024 is shown in Figure 5.3.

5.1.6 Conclusions

The mNARX surrogate models offer significant computational efficiency, reducing simulation time
by orders of magnitude while maintaining acceptable accuracy. Its novelty, flexibility and compu-
tational efficiency have been published in a number of follow-up works: Schär et al. (2023a,b);
Wang et al. (2024); Schär et al. (2023c).
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Figure 5.4: Comparison of epistemic (model) uncertainty and aleatory (realization-to-realization)
uncertainty effects for extreme blade root flapwise bending moments. Left: scatter plots raw data
including aleatory uncertainty and averages over multiple seeds (realizations) at each sample
point; Center: histograms of the model uncertainty compared to the realization-to-realization
uncertainty; Right: correlation between the model uncertainty and the realization-to-realization
uncertainty.

5.2 Probabilistic surrogate models using Bayesian Neural Networks
This section follows the work described in Hiperwind D4.1 (Dimitrov et al., 2022).

Regression models based on Feedforward Neural Networks (FNN) (Goodfellow, et al., 2016)
are a popular surrogate modelling approach (Dimitrov, 2019), (Schröder, et al., 2018) that has
some well-known advantages. However, the standard FNN-based surrogate models provide a
deterministic prediction, and the uncertainty is not a direct output of the models. The so-called
Bayesian Neural Networks (BNNs) (Blundell, et al., 2015) are a modification of FNNs where the
deterministic model parameters are replaced with probabilistic ones, resulting in a model that can
give uncertainty estimates. As part of Hiperwind D4.1, we applied BNNs for training probabilistic
load assessment surrogates. The work focused on answering the following research questions:

1. How can we use BNNs to build accurate wind turbine load and power output surrogates
that also represent the uncertainties in an adequate way?

2. How adequate are BNN models for specific probabilistic design applications such as a) pre-
dicting the tail distribution of load extremes and b) modelling the full probability distribution
of aggregate quantities (such as fatigue loads) including uncertainties?

3. What is the performance of BNNs in comparison of other alternatives such as running an
ensemble of deterministic models?

This study demonstrated how Bayesian Neural Networks (BNNs) can be used as probabilistic
surrogate models for wind turbine load and power prediction. Their performance was evaluated
with the aeroelastic model of the Teesside wind turbine, and compared against the performance
of an alternative probabilistic surrogate based on an ensemble of deterministic Feedforward Neural
Networks (FNNs). The models were trained on aeroelastic simulations over 2000 different exper-
imental samples with varying environmental conditions in a 4D experimental space (wind speed,
turbulence, wind shear and air density). Twenty different turbulence realisations were generated
for each sample, leading to 40000 aeroelastic simulations in total used for model training and
testing.

Figure 5.4 compares the effect of two types of uncertainty present in the simulations and models

72



HIPERWIND
5 ADVANCED UNCERTAINTY PROPAGATION AND STRUCTURAL RELIABILITY

ASSESSMENT METHODOLOGIES (WP4 OUTCOMES)

Figure 5.5: Comparison of the probability densities of fatigue damage-equivalent load predictions
from a BNN model and an ensemble of deterministic models, for six wind turbine load signals.

trained on them: 1) the realization-to-realization uncertainty, and 2) the statistical uncertainty
for a model trained on a finite amount of data, estimated by training multiple models and
evaluating ensemble statistics. As visible from Figure 5.4, the realization-to-realization uncertainty
is dominating and has bigger variance than the statistical model uncertainty. Averaging over 20
seeds (realization) brings this uncertainty down to a level comparable to the statistical uncertainty
for a model trained on approximately 2000 samples. The BNN trained on the same data was able
to capture both types of uncertainty and adequately represent the probability density functions
of several load channels, as shown in Figure 5.5. In contrast, the predictions of the BNN for load
extremes (tails of the distributions) showed some discrepancies for some load channels, as showin
in Figure 5.6. Our explanation is that the tail behavior of the BNN model is driven by the choice
of parametric distribution to describe the joint distribution of model parameters. As we are using
a Gaussian distribution, the tail also behaves as approximately Gaussian, which is not necessarily
representative for all types of load channels. Such a problem may be alleviated by choosing other
distribution types.

The main conclusions of the study are summarized below:
- BNNs are a viable option for building a probabilistic surrogate model that can both take

epistemic and aleatory uncertainties into account;
- Compared to an ensemble FNN model, the BNN were shown to have equal or superior

performance in modelling the probability distribution of load and power outputs – while
being computationally more efficient. This shows the potential of BNNs as surrogates for
fatigue load and power prediction;

- The way the tail behavior is modelled is driven by the choice of the posterior distribution
functions – using a joint Gaussian prescribes a Gaussian-like tail. As a result, the tail
probability predictions are very similar to those from an ensemble model where the aleatory
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Figure 5.6: Comparison of the tail probability distribution predictions by a BNN model and an
ensemble of deterministic models, for four load channels.

uncertainty is modelled as a Gaussian distribution too.
- The realization-to-realization uncertainty in the load simulations seems to be non-Gaussian,

hence a more complex model with a non-Gaussian posterior may be required (but not guar-
anteed) to improve the tail prediction capabilities. For the type of problems presently
discussed, BNNs may be an efficient alternative to Gaussian models as they show high
computational performance and uncertainty prediction capabilities, while lacking the limi-
tations of the Gaussian models in terms of deteriorating computational efficiency for large
sample sizes.
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5.3 Data-driven model validation and updating
This section summarizes the findings of Hiperwind task 4.5. The work is documented in Hiperwind
Deliverable 4.5 (Gräfe et al., 2024).

Wind turbine loads are critical for both the design and operational phases of turbines, partic-
ularly for assessing fatigue and extreme load estimations during development. These are usually
derived from numerical simulations, but for existing assets without continuous load measure-
ment histories, estimations rely on simulations combined with environmental and operational
data. Simulation tools such as Hawc2, Diego, or DeeplinesWind™ are validated for accuracy,
but uncertainties remain due to factors like input measurement errors or imperfect model pa-
rameterization. To mitigate these, simpler surrogate models, often regression-based, are used to
approximate aeroelastic models, though they introduce additional uncertainty. Training surrogate
models directly on real-world measurements can reduce some uncertainties, though this may lead
to statistical uncertainty and limited generalization. This report aims to evaluate surrogate mod-
eling approaches in predicting real turbine loads, explore model updating to reduce uncertainty
and investigate data pre-processing techniques for improved model alignment.

The load prediction models in this task are based on simulated and measured turbine load
data. The field data originates from a field measurement campaign at the Teesside offshore wind
farm in the North Sea near the UK. This farm consists of 27 Siemens 2.3 MW turbines, with
data from Turbine 13 collected over one month (November 2020). The dataset includes SCADA
and load signals used for model training and testing. Sensors, including strain, acceleration,
and inclination sensors, were placed around the turbine’s transition piece to capture relevant
measurements. To align field measurements with simulation outputs, the strain measurements
from the field campaign were converted into tower bending moments using the tower’s geometry
and material properties. Since the calibration factors for the strain gauges were unknown, the
offsets for each strain sensor pair were manually adjusted by aligning strain measurements with
wind direction and assuming minimal bending at low wind speeds. After correcting the strain
data, they were converted into bending stresses using the tower’s Young’s modulus, and then into
fore-aft and side-side bending moments. Figure 5.7 shows the simulated and measured fore-aft
and side-side bending moments after the conversion.

Figure 5.7: Simulation vs. field measurements. Fore-aft (left) and side-side (right) bending
moment.

Figure 5.8 shows a 600-second time series prediction for field data and simulation-based data,
along with the power spectral density comparison. The simulation-based model closely matches
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the reference signal, accurately capturing frequencies up to 2 Hz. In contrast, the field-based
model correctly predicts low-frequency variations but struggles with higher-frequency fluctuations,
only capturing frequencies up to 1 Hz.
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Figure 5.8: Example of time series prediction from field and simulation model, case A

Besides the individual evaluation of model performance, the transferability of simulation-based
models to field conditions was studied. Here the models trained on simulated data where applied
on field input data and tested on field load signals. Figure 5.9 shows a times series example of
model predictions and references for different modeling cases. (A: Inclination and acceleration
input, B: Inclination input, C: Acceleration input). While no correlation between prediction
and reference is visible for cases A and B, the predictions of case C follow the low-frequency
fluctuations of the reference signal. This indicates the potential for the transfer of simulation-
based models to field conditions. In the second step, the models trained on simulation data are
updated using the field measurements. This is done by retraining the simulation models using
different quantities of measurement data. The prediction accuracy is then tested on unseen data
from the field measurements. Here, it was observed that updating the prediction models with
field measurements can improve the prediction accuracy, especially in cases where only a limited
amount of field data is available for training.

In conclusion, the results suggest that combining simulation and field measurement data
for model training shows promise but requires further refinement. The prediction accuracy of
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Figure 5.9: Prediction RMSEN of simulation data-based model, tested on field measurements.

transferred models is limited, likely due to differences in correlation patterns between input and
output data in simulations versus field data. This issue could be addressed by improving the
representation of the turbine and measurement setup in simulations to better align with measured
signals. Additionally, enhanced data pre-processing techniques, such as filtering and cleaning field
measurements, should be explored. While the approach shows potential, further investigation is
needed to improve data preparation and model performance.
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5.4 Floating wind turbine design procedure including SLS
Floating wind turbines (FWTs) can be an alternative to bottom fixed turbines, which have limi-
tations in terms of water depth and space. The flexibility of the FWTs installation ensures access
to greater wind resource. Currently, FWTs have higher costs compared to bottom fixed turbines.
One reason for the higher cost is the challenging environment, but another contributing factor is
the lack of well established design practices and lack of understanding of the critical design chal-
lenges. This section presents a procedure for semi-automated FWT design feasibility assessment
and sensitivity analysis, which provides means of computing fatigue, ultimate and serviceability
limit states (FLS, ULS and SLS). The work presented in this section is based on the HIPERWIND
deliverable D4.4 (Yildirim and Dimitrov, 2024) and the article (Yildirim et al., 2024).

5.4.1 Sensitivity analysis using an automated design evaluation framework

The automated design framework includes a Python wrapper code which calls several modules
responsible for computing different steps in the design evaluation process. The workflow is
illustrated in Figure 5.10. We use the UMaine VolturnUS semisubmersible floater concept (Allen
et al., 2020) as a demonstration example. The first step is to parameterize the floater dimensions
into several design variables that can be used as inputs for design sensitivity studies. The design
variables selected for this study are: 1) the outer diameter of the tower base column, 2) the outer
diameter of the buoyancy column, 3) the floater radius, 4) the draft and 5) mooring line length.
The design variables can be seen in Figure 5.11.

5.4.2 System Response: Time and Frequency Domain

System responses are computed with two approaches: using either time- or frequency-domain
models. We use the Hawc2 aeroelastic tool (Larsen and Hansen, 2023) for the time domain
simulations. The model features flexible tower and blades, a dynamic mooring line model, and a
potential flow solution for hydrodynamic loads. For the frequency domain computations, a linear
model, Quick Load Analysis of Floating Wind Turbines (QuLAF) developed by DTU (Pegalajar-
Jurado et al., 2018) is used. More information about the theory and implementation of this
model can be found in (Pegalajar-Jurado et al., 2018; Madsen et al., 2019).

The design evaluation space limits are defined based on the site-specific conditions and op-
eration limits of the selected turbine. A Design of Experiment (DOE) is created within these
limits in order to explore the design sensitivity to the individual input variables. The DOE space
is thus constrained by the surge and pitch motion limits, natural frequencies, and additional con-
straints. The limits for the pitch and surge motion are defined from Mahfouz et al. (2020) and
Dou et al. (2020). The constraints for the natural frequencies are defined considering the wind,
wave spectrum, and blade 1P and 3P frequencies (Allen et al., 2020).

5.4.3 Global Sensitivity Analysis

The effects of design variables on the system response and characteristics are investigated with
global variance-based sensitivity analysis. Sobol indices are computed using a polynomial chaos
expansion with the UQLab tool (Marelli and Sudret, 2014). See Sudret (2008) for the details of
global sensitivity analysis using a polynomial chaos expansion.
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Figure 5.10: Flow diagram with overview of the FWT design evaluation framework
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Figure 5.11: Overview of floater geometry and design variables considered in the evaluation
framework

5.4.4 Serviceability Limit State Assessment

Evaluation of the serviceability limit states was carried out with Hawc2 time-domain simulations
only, following a full IEC61400-1/IEC61400-3 design load basis. The design load basis consists of
operational, non-operational, and fault design load cases (DLCs). The simulated time series from
all DLCs were statistically post-processed to compute SLS values as well as damage equivalent
loads (DELs). The SLS and DEL results were analyzed for tower base bending moments and
mooring line tension loads.

5.4.5 SLS evaluation

The SLS criteria for FWTs were reviewed from literature. Blade clearance is one of the more
obvious candidates. The minimum value of allowed blade-water clearance is defined according
to local regulations of the offshore wind farm area. Marine spatial planning might significantly
influence this. Tower blade clearance is also important for the operational safety of the turbine,
and tower top acceleration is important in terms of system stability and power production.

5.4.6 FWT design evaluation: summary and conclusions

Hiperwind Deliverable 4.4 (Yildirim and Dimitrov, 2024) presented the implementation and use of
a Python-based floating wind turbine (FWT) design evaluation framework. The tool was used to
carry out global variance-based design sensitivity analysis on a semisubmersible floater, to explore
the effects of design variables on the system response and characteristics. The key findings of the
sensitivity analysis present that the buoyancy column diameter has the highest effect on the pitch
response, steady-state pitch, and tower fore-aft natural frequencies. The floater radius also has
a significant effect on the wave response of the structure in the surge, pitch motion, steady-state
pitch, and tower fore-aft natural frequencies.

A second study with the same toolset presented a method for SLS identification and compu-
tation where blade tip - water clearance, blade tip - tower clearance, and tower top fore-aft and
side-side accelerations are selected, and related load cases are identified. The critical DLCs for
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SLS are defined as DLC 1.6 for blade tip - water clearance, DLC 1.3 for the blade tip - tower
clearance, and DLC 1.3 and 2.1 for the tower top acceleration. The selected site conditions and
the floater configuration can have an effect on defining the critical DLCs.
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Figure 5.12: Overview of the random variables and uncertainties considered for reliability assess-
ment. Figure reproduced from Dimitrov et al. (2024a).

5.5 Uncertainty model definition for reliability assessment
One of the primary goals of WP4 is to develop and validate models for structural reliability
computation, which are used to demonstrate a practical application of probabilistic design. This
is done while considering the results from the uncertainty quantification (and reduction) activities
that took place in WPs 2 and 3. Here we briefly discuss how the results and insights gained from
WPs 1, 2 and 3 are utilized in the reliability assessment, specifically the model choices and
uncertainty model. This section is based on (Dimitrov et al., 2024a) where more information can
be found.

We distinguish between three types of stochastic variables included in the reliability assessment
problem: 1) environmental random variables constituting a random vector V, 2) random variables
Z, called system variables, independent from V, and 3) model uncertainty variables U. The
variables in Z represent properties which affect the structural behavior such as e.g., material
stiffness. Each structure under consideration (e.g., a wind turbine) is considered to represent a
single realization from the probability distribution of Z. On the other hand, the variables in V
are external to the structure and represent conditions that will be continuously changing over
the lifetime of the structure, such as environmental parameters. As a result, the distribution of
V needs to be determined and sampled with respect to a short-term reference period. Figure
5.12 shows an overview of the elements of the modelling chain, and the associated uncertainties
considered in the reliability analysis activities in WP4. In order to reduce the problem to a
manageable extent, the primary focus is on the loading side of the limit state equation. The
material resistance is considered probabilistic (included in Z), but no concrete efforts are made
for refining the models or quantifying the uncertainties on this side of the equation. Instead,
generic values are taken from literature. As shown in Figure 5.12, the load-related random
variables can be broadly grouped in two categories. The first category is the stochastic inputs
to the load modelling chain, which contains a combination of aleatory uncertainties (e.g. due to
random variation in the environmental conditions V, and the soil stiffness, which is considered
part of Z because it affects the structural behavior), as well as some epistemic uncertainties due
to, e.g., measurement uncertainty. The second category, uncertainties in the modelling chain,
comprises only epistemic uncertainties affecting the models that are used (referred to as variables
U).

The subset of the uncertainty variables (from those showin in Figure 5.12) to be used in
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reliability computations was determined separately for the FLS and ULS reliability cases. Calcu-
lations considering wake-induced effects indicated that wind turbines belonging to the outermost
rows with maximum exposure to ambient conditions are subjected to the most significant load-
ing. This applies to both ULS and FLS. Therefore, the FLS calculations are considering a single
worst-case-scenario turbine located in the outermost row of the wind farm, without explicitly
considering wake model uncertainties. Similarly for the ULS case, the ambient conditions can
be considered as a worst-case reference for any wind turbine in the wind farm. The effect of
aerodynamics uncertainties was omitted as the calculations indicated that it has relatively small
effects. The uncertainty in hydrodynamics was estimated primarily for the fatigue case, where it
was found that the material (and system) uncertainties prevail, hence the latter were retained for
keeping the overall problem sufficiently simple. Based on these considerations, the final choice of
variables in U and Z was made. These are outlined further in Sections 5.6 and 5.7, for the ULS
and FLS cases respectively.
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5.6 Reliability assessment for ULS
The reliability assessment for ULS consists in estimating the probability of failure of the structure
due to rare and extreme events. This probability considers several sources of uncertainties: those
on the environmental conditions defined by a long-term variability (described by the distributions
introduced in section 3.6) and by the short-term variability of wind and waves and those on model
parameters such as the yaw misalignment.

These failures can occur under stationary conditions (the incoming wind and wave processes
are stationary) or with transient conditions (typically due to the occurrence of a gust). These
properties of the random processes have a major impact on the method used to estimate the
failure probability. The goal of the project with regards to the ULS reliability assessment is to
identify a method to estimate this failure probability with enough accuracy within a reasonable
number of calls to the time-consuming simulator.

For a detailed description of the problem, the methods used and the results, we refer to
deliverable D4.2 (Cousin et al., 2024).

5.6.1 ULS reliability calculations for stationary conditions

For the stationary case, several approaches has been compared on a toy case: the contour method,
a Bayesian neural network, an outcrossing method, and a Sequential Sampling Method (SSM),
Gramstad et al. (2020). We identified that only the sequential sampling method is ready to
be used on a more realistic case since it provides a probability estimation with few calls to the
simulator. A Kriging model is sequentially enriched to predict the parameters of the extreme
distribution of loads for a given long-term set of variables. The convergence of the method in
returning period is shown in Figure 5.13 where the reference value computed with a brute force
Monte Carlo procedure is plotted as dark dashed line.

This method has then been applied to a fixed offshore wind turbine and to a floating case
as well. For the fixed case, a IEC 61400 Design Load Basis is carried out to identify the most
critical location on the structure which is the von Mises stress of the monopile at mudline, for
the DLC61 (extreme turbulent wind in non operating conditions). The SSM enrichment of DoE
in parameter space is shown in Figure 5.14.

The annual failure probability at this point is estimated at 2.1 × 10−13 with the sequential
method, with a confidence interval of [0.1 × 10−13, 7.4 × 10−13]. This estimation required 2400
simulations.

The sequential method has also been applied with success on the floating case estimating the
annual failure probability due to the von Mises stress at tower bottom at 3.7 × 10−5 with 3250
simulations.

The maximum annual failure probability allowed by the standards (IEC (2019a); DNVGL
(2018)) being of 10−4, these analyses reveal that for both cases, the structure can withstand
extreme events with sufficiently high reliability. Moreover, with a failure probability way below
the 10−4 threshold, the studied fixed wind turbine has a very conservative design.
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Figure 5.13: . Estimated 50-year return values on a 2D toy problem from sequential sampling, as
function of the number of Short Term simulation used to train the GP. Results from brute-force
sampling and from a direct sampling contour method are also included. Figure reproduced from
Cousin et al. (2024).

Figure 5.14: . 2D projection of the DoE used in the sequential sampling method. Figure
reproduced from Cousin et al. (2024).
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5.6.2 ULS reliability calculations for transient conditions

Initially, this study considered a stochastic space, consisting of the gust amplitude, time constant
and emergency shutdown timing, along with the other long term parameters (i.e. wind speed,
turbulence intensity, wave height, wave period, yaw-misalignment, wave-misalignment). The
synthetic gusts were generated with the tanh function as shown in equation 5.4. Where the gust
parameters A and T were selected from the corresponding joint distributions given in section 3.5.

U(x, t) = u(x, t) + AT

π

(
1 + tanh

(
π (t − tgust)

T

))
. (5.4)

A series of preliminary Monte-Carlo simulations was carried out to understand the largest
drivers for the loads. The study looked at different gust statistics, different ways of generating
the turbulence and gusts, whether shutdown should be considered and buckling utilization ratios
and different components. Overall, the study showed that the tower and monopile at the Teeside
were overdesigned for the site conditions, (see Figure 5.15).

Figure 5.15: Survival plot for maximum tower base Von-Mises stress, based on different Monte-
Carlo simulation configurations. Each simulation consisted of 100,000 samples. Figure reproduced
from Cousin et al. (2024).

The main driver for the tower base loads was identified by selecting a subset of simulations
that produced the highest loads for a range of return periods. Plotting the direction in the
standard stochastic space against the distance in the same standard space (i.e., the space defined
by a Rosenblatt transform), showed that extreme gust amplitudes were responsible for the largest
loads (see figure 5.16).

Since the failure probability is mainly driven by the occurrence of gust events which can be
described by few parameters, there is no need to consider the full short-term variation of the wind
speed, and classical reliability methods in small dimension can be applied (Bourinet (2018)).

An adaptive Kriging (AK) method using the SUR learning criterion (Duhamel et al. (2023))
is chosen to estimate the failure probability in the transient case considering possible occurrence
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Figure 5.16: The direction in standard space vs. distance in standard space, for the simulations
responsible for the largest stress, within the Monte-Carlo simulations. Figure reproduced from
Cousin et al. (2024).

of a shutdown and a gust. The method is applied to the fixed wind turbine. The convergence of
the AK is illustrated in Figure 5.17 with a reduction of the pseudo bound distance on the failure
probability. With 200 simulations, the annual failure probability is estimated at 1.09 × 10−8.

This work will be the subject of an upcoming publication McWilliam et al. (2025c).

Figure 5.17: . Failure probability estimation with transient input wind along the active learning
iterations. Figure reproduced from Cousin et al. (2024).
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5.7 Reliability assessment for FLS
Most of this section is developed in the HIPERWIND Deliverable 4.3 report (Fekhari et al.,
2024a).

5.7.1 Fatigue reliability assessment problem

As every structural reliability assessment problem, the fatigue reliability assessment problem for
WTs can be expressed via a limit state function G. This G-function G(X, Z) depends on the
following variables displayed in two independent groups:

- Environmental random variables constituting a random vector X (wind mean speed U ,
turbulence σU , significant wave height Hs, peak wave period TP , wind direction θ, wave
direction α), at the origin of the fatigue loading (alternating stress) ; the joint distribution
of the random vector is estimated on a conventional time window of 10 minutes ; for this
reference time window one realization of X is sampled;

- Random variables Z, called system variables, independent from X; they can be split as
follows: {Z} = {DCR}U{Z ′} where DCR stands for the critical damage; the Z variables
only appear in the reliability analysis;

Fatigue initiation is a cumulative phenomenon where we count all the cycles of alternating stresses
that have occurred over a period of time (for us an assumed lifetime). Assuming linear accumula-
tion (as with the Miner’s rule considered for the use case), it can be shown that the accumulated
damage for a given Z ′-realization is as follows, and consequently named “mean global damage”:

Dglobal = EX [d(X, Z ′)] (5.5)

Consequently, the failure probability writes:

P (DCR − Dglobal < 0) = PZ′ (DCR − EX [d(X, Z ′)] < 0) (5.6)

5.7.2 Methodology (computational aspects)

The choice of techniques for probabilistic fatigue assessment was based on two considerations: 1)
the availability of site-specific environmental data, and 2) the computational efforts required to
carry out the analysis. As a result we used a flexible and efficient sampling method, called “kernel-
herding”, to perform given-data uncertainty propagation for probabilistic fatigue assessment (i.e.,
directly subsampling from environmental data without inferring a probabilistic parametric model).
This sampling method conveniently extracts from a measured dataset a small number of relevant
input points (i.e., environmental conditions) in order to use them as simulation inputs. Finally,
this method is compatible with the intensive use of high-performance computer facilities, as
it uses parallel computing. It is described in detail in Fekhari et al. (2024b). It has been
implemented in a Python Package based on the OpenTURNS uncertainty treatment platform
and called otkerneldesign, available at https://efekhari27.github.io/otkerneldesign/master/.

5.7.3 Use case description: numerical simulation model, probabilistic model

The use case for fatigue reliability assessment is the bottom-fixed Teesside offshore wind farm,
which has been operated by EDF since 2014. The site consists of 27 SWT2.3-93 wind turbines
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Table 5.1: Marginal distributions used for the Z-variables considered for the reliability analysis
Z-variable Symbol Marginal distribution Comment
Soil coefficient S Normal

(µ = 1, σ = 0.2)
Applied to the
soil stiffness ma-
trix

Yaw misalignment θ Truncated Normal
(µ = 0, σ = 5◦, −10◦,
+10◦)

Deg.

SN curve coefficient a Log-normal
(µ = 1, σ = 0.3)

Critical damage
(Miner’s sum at failure)

DCR Log-normal
(µ = 1, σ = 0.3)

Cf. (JCSS, 2011)

installed on monopile foundations. There are approximately 5 years of SCADA and met mast data
available to the study team, as well as a wave buoy. The reliability assessment is performed at
the tower base, where the structural resistance is evaluated in terms of Von Mises stresses in an
isotropic material (steel). The Teesside, UK use case fatigue analysis resorts to the DIEGO code.
DIEGO (for “Dynamique Intégrée des Éoliennes et Génératrices Offshore”) is a code developed
by EDF R&D Milano et al. (2019); Kim et al. (2022) to simulate the aero-hydro-servo-elastic
behavior of OWTs. It takes the turbulent wind speed field generated by TurbSim Jonkman
and Buhl (2006) as input and computes the dynamical behavior of the system (including the
multiaxial mechanical stress at different nodes of the structure). Since the wind field generation
shows inherent stochasticity, each 10-minute long simulation is repeated with different pseudo-
random seeds and one averages the estimated damage over these repetitions. 11 repetitions are
considered for Teesside. For the Teesside case, the fatigue reliability assessment is performed at
the mudline level, for one WT belonging to the first row (i.e. exposed to the most severe fatigue
conditions). Note that a more precise clustering analysis performed on the floating case of the
South Brittany wind farm confirmed the conservatism of the first row Lovera et al. (2023). 4
Z-variables are considered for the Teesside offshore wind farm fixed case and their distribution is
given in Table 5.1.

5.7.4 Some results

Preliminary evaluations have been performed for the cumulated damage (mean global damage
Dglobal), for specific values of the Z ′ variables, in particular for a case corresponding to pessimistic
values of Z ′ gives a value of Dglobal around 10−3. A distribution analysis of Dglobal shows a
central part roughly between 10−4 and 10−3. Consequently, failures probabilities are low. Using
the reference DCR lognormal distribution, the failure probability Pf evaluated on an anticipated
lifetime period of 25 years is about 10−12. This tends to confirm that, as the Teesside wind farm
was designed for ULS, FLS is not the dominating failure mode. Note that the failure probability
w.r.t. the critical damage has been estimated using FORM, FORM-IS and subset simulation
algorithms, which all provide similar results. These simulations were performed after building
a surrogate model of the mean cumulative damage at the mudline level of the foundation. Pf

is highly sensitive to the DCR distribution assumption. When considering a positive truncated
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normal distribution instead, Pf becomes much higher (about 10−6), corresponding to less than
10−7 in term of annual probability. However, it remains significantly lower than the annual
10−4 probability threshold sometimes considered in the literature. A robustness analysis on the
Z distribution parameters confirms that the fatigue reliability is mostly driven by the critical
damage DCR. To evaluate the impact of the wake effect within the wind farm, a similar study
was repeated by taking the most wake-perturbed metocean distribution inside Teesside’s wind
farm. The values of failure probability when considering the wake-perturbed conditions appeared
to be very close to the ones estimated previously, leading to similar conclusions and showing that
the wake effect does not significantly affect the fatigue reliability on the Teesside bottom-fixed
case.
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5.8 Design utilization study and updates
Since the ULS reliability assessment of the fixed wind turbine revealed a very conservative design,
a new approach was proposed to reduce the material cost of the structure. The purpose is to
solve an optimization problem aiming at minimizing the mass of the structure while satisfying
several constraints. Manufacturability, weldability, natural frequencies, buckling constraints as
well as the constraint on the ULS failure probability are considered.

The main difficulty to solve this problem is to estimate the failure probability of the new
configurations of the structure which are obtained at each optimization iteration. Indeed, even
with the efficient SSM method discussed in 5.6.1, numerous simulations are required.

The optimization is simplified using the fact that, when modifying the thickness of the turbine
and monopile, the time series of moments and forces at the mudline are unchanged, as illustrated
for example in Figure 5.18.

Figure 5.18: Time series of the bending moment for tower base (top) and monopile at mudline
(bottom) with mean speed of 35m/s, Turbulence Intensity of 11%, yaw and wind-wave misaligne-
ments of 30◦, significant wave height of 13 m and wave peak period of 43 s. Figure reprinted
from Hiperwind D4.2 report (Cousin et al., 2024).

Assuming this moment preservation is perfectly satisfied, the updated failure probability can
be obtained using the outputs of the simulations performed for the initial failure probability
estimation. We then succeed to solve the optimisation problem without new simulations and
to reduce the total mass of the structure by 21%. An illustration of the difference between the
original and updated tower thickness profsiles is shown in Figure 5.19, and the mass reduction
distribution among the tower, transition piece and monopile foundation is given in Figure 5.20.

This procedure has not been repeated for the floating case since its ULS failure probability is
already close to the 104 threshold. Moreover, another optimization approach would need to be
applied to reduce the mass for this structure since the conservation of the moment and forces
with design transformation does not hold here.

This work is discussed in more details in deliverable D4.2 (Cousin et al., 2024).
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Figure 5.19: Profiles of the nominal design and the new design (with normalized axes). Figure
reprinted from Hiperwind D4.2 report (Cousin et al., 2024).

Figure 5.20: Mass reduction for each part of the structure. Figure reprinted from Hiperwind D4.2
report (Cousin et al., 2024).
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6 Component reliability assessment (WP5 outcomes)
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6.1 Load-based bearing degradation model
This section is based on the work reported in Deliverables 5.1 and 5.4 (Remigius et al., 2023;
Abrahamsen et al., 2024b).

The component reliability study of the Hiperwind project has focused on the evaluation of
the reliability of bearings of wind turbines by combining the ISO 281 standard ”Roller bearings -
Dynamic load rating and rating life” ISO281 (2007) and the IEC 61400-1 ed. 4 standard ”Wind
energy generation systems Part 1 - Design requirements” IEC (2020) specifying the typical Design
Load Cases (DLC) of wind turbines. The focus has been on the main bearings of the Teesside
offshore wind farm holding 27 Siemens Wind Turbines of the type SWT 2.3 - 93 with a power
rating of 2.3 MW and a rotor diameter of 93 m Moros et al. (2024). The turbines are placed
1.5 km from shore on the east coast of the United Kingdom near the river Tees and the water
depth ranges between 13-16 meters. The Teesside wind farm started operation in 2014 and
is operated by EDF. The original plan of the Hiperwind project was to investigate the lifetime
models of several drive train components of the SWT 2.3 - 93 turbines of Teesside, but the lack
of details of the gearbox of the turbine resulted in focusing on the main bearing, because public
information could be found from second-hand spare part trading websites like SparesInMotion.
The main bearing is well represented by a FAG 230/800 double-row spherical roller bearing and
lubricated with a grease similar to Klüberplex BEM 41-301. The size of this bearing is given by
an outer diameter of 1.2 m, a width of 0.3 m and it can support a shaft with a diameter of 0.8
m. The weight is approximately 1 metric ton. The final argument for investigating the main
bearing is also that it is a very expensive part to replace because a jack-up vessel will be needed
to dismount the turbine rotor before the main bearing can be replaced and the turbine rotor put
back on the turbine. Thus even though the main bearing failures are not reported as a major
issue in the literature Moros et al. (2024), the impact will be significant and predictions of the
expected time of failures can be used as input to the maintenance planning.

A Physics-based lifetime model of the FAG 230/800 main bearing of SWT 2.3 - 93 turbine was
formulated from the ISO 281 ISO281 (2007), the technical report TR 1281 TR1281-2 (2008), the
ISO 16281 ISO16281 (2008) and the technical note TPI 176 from Schaeffler Schaeffler (2013)
as well as the catalog properties of the bearing and the grease (see Hiperwind deliverable report
D5.1 Remigius et al. (2023) and D5.3 Abrahamsen et al. (2024a)). The purpose of the model is
to be able to evaluate the impact of the wind environmental conditions in terms of wind speed
distribution and turbulence on the main bearing lifetime. Secondly, the model should incorporate
the so-called lifetime modification factor for system approach aiso, which takes into account the
viscosity and the cleanliness of the grease. The challenge of the last part is that the viscosity will
change with the operation temperature and a thermal model was therefore created to estimate
the operation temperature from the friction heating of the bearing Abrahamsen et al. (2024a).
The loads of the main bearing were evaluated in 600 second time series using an aeroelastic
model of the SWT 2.3 - 93 turbine as implemented in the aeroelastic Hawc2 code of DTU Larsen
and Hansen (2023); Remigius et al. (2023); Abrahamsen et al. (2024b). It was then possible to
create contour maps of the main bearing basic lifetime for a large parameter space of wind speeds
and turbulence intensities. This parameter map was used to create a position contour map of
the main bearing lifetime of the Teesside offshore wind turbines.

The basic lifetime L10h of bearings according to ISO 281 ISO281 (2007) is given as
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L10h = 106 rev
60 sec/min · n

(
C

Peq

)b

(6.1)

where n is the rotation speed, C the dynamic rating of the bearing, b = 10/3 is the exponent
for roller bearings and Peq is the equivalent load of bearing. The unit of L10h is in hours, but one
can specify the lifetime in the unit of years L10y. The L10h lifetime is the operation time after
which 10 % of an ensemble of identical bearings will have failed when operated under similar
conditions. One can scale the L10h lifetime to a failure fraction n % and also other operational
conditions by imposing the modification factor for reliability a1 and the modification factor for
system approach aiso whereby the modified lifetime Lnm is given as

Lnm = a1aisoL10 (6.2)

where the modification factor for reliability a1 is given by a Weibull distribution as described
in Hiperwind deliverables 5.1, 5.2 and 5.4. The life modification factor for the system approach
depends on the grease viscosity at the operation temperature as well as the cleanliness of the
grease (see Hiperwind deliverable 5.1 Remigius et al. (2023), 5.3Abrahamsen et al. (2024a) and
5.4 Abrahamsen et al. (2024b)).

The instantaneous load of the bearing P (t) is obtained from the axial Fa(t) and radial Fr(t)
load of the bearing by applying manufacturer-specific factors X and Y

P (t) = XFr(t) + Y Fa(t) (6.3)

where (X,Y) = (1, 3.07) if Fa(t)/Fr(t) < 0.22 and (X,Y) = (0.67, 4.57) if Fa(t)/Fr(t) > 0.22
for the FAG 230/800 bearing.

The equivalent load Peq of the main bearing is then found from the accumulated damage of
time-varying loads P (t), rotation speed n(t) and the aiso factor as

Peq =


∫ ti

t=0
(P (t))bn(t)dt

aiso(t)∫ ti
t=0

(n(t)dt
aiso(t)


1/b

(6.4)

where the integral over time often corresponds to a 600 seconds aeroelastic time series of the
turbine loads. If the aiso can be considered constant during the time series then it can be omitted
from the integral.

The methodology outlined above can be combined with aeroelastic simulations, because the
radial Fr(t) and axial Fa(t) bearing loads can be determined by solving the equation of motion
of the turbine given specific inflow wind conditions. From the IEC 61400-1 IEC (2020) standard,
the Normal Turbulence Model associated with Design Load Case 1.2 (Normal operation) provides
a correlation between turbulence intensity TI and the wind speed u as

TI = σ1

u
= Iref (0.75u + b)

u
(6.5)

where the reference turbulence intensity is denoted Iref and the b-value is assumed constant
at b = 5.6 m/s. A parameter space of wind speeds u = 4 − 26 m/s and reference turbulence
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intensity Iref = 0.10 − 0.18 was created with a separation between points of 1 m/s and 0.002
in order to investigate the resulting main bearing lifetime. Additional 3 wind directions and 12
seeds were added per point of the parameter space, resulting in 33948 aeroelastic simulations
holding a 600-second time series.

Figure 6.1 shows the equivalent load of the main bearing of the SWT 2.3 - 93 turbine as
a function of the wind speed u and the turbulence intensity TI. The dashed lines indicate a
constant reference intensity and the IEC turbulence classes A, B and C with Iref = 0.16, 0.14
and 0.12 are shown along with the boundaries of the parameter space of Iref = 0.10 and 0.18.
Detailed analysis of aeroelastic simulations has shown that the variation of the equivalent load
of Figure 6.1 is mainly caused by the axial load of the bearing since the radial load is basically
the gravitational force of the rotor mass resting on the main bearing. Thus the equivalent main
bearing load is basically a replica of the turbine thrust curve as a function of the wind speed
u, and this is why it peaks at the rated wind speed of the turbine. An interesting feature of
Figure 6.1 is that the main bearing load at the rated wind speed u = 10 m/s is decreasing as
the turbulence intensity is increased from TI = 0.14 to 0.25. This effect can be explained by
the fact that the thrust curve will peak at the rated wind speed and increasing the fluctuations
of the wind will cause less time spent at the peak of the thrust curve. A resulting effect of the
main bearing load when calculated into the basic lifetime is shown in Figure 6.2 and it is seen
that the lowest L10y lifetime is obtained around the rated wind speed of the turbine.

Figure 6.1: Main bearing equivalent load Peq of the aeroelastic simulation representing u = 4-26
m/s and Iref = 0.1-0.18. The IEC turbulence wind classes A, B and C with Iref = 0.16, 0.14
and 0.12 are shown by dashed lines.

The ten-minute wind speed distribution as given by a Rayleigh distribution can then be specified
as

f(u) = u

s2 e−u2/2s2 (6.6)
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Figure 6.2: Main bearing basic lifetime L10y of the aeroelastic simulation representing u = 4-26
m/s and Iref = 0.1-0.18. The IEC turbulence wind classes A, B and C with Iref = 0.16, 0.14
and 0.12 are shown by dashed lines.

where u is the ten-minute mean wind speed and the annual average wind speed vave is related
to the scale parameter s =

√
2
π
Vave. The Rayleigh distribution can then be used to assign the

statistical weight of the L10y lifetimes along a line of constant Iref shown in Figure 6.2 and the
resulting main bearing lifetime map is shown in Figure 6.3 as function of the annual average wind
speed vave and the reference turbulence intensity Iref . The original IEC design wind class IIB of
the SWT 2.3 - 93 turbine is indicated as a dot and the average wind speed of the Teesside wind
farm is indicated as a vertical dashed line. Thus it is seen that the basic lifetime of the main
bearing is expected to increase from approximately 25 to 27 years by moving the turbine from
design conditions and to the Teesside annual wind speed if the reference turbulence intensity is
maintained at Iref = 0.16. If however the reference turbulence intensity is lowered to Iref = 0.10
then the basic lifetime of the main bearing will remain at around 25 years. Details of the basic
main bearing lifetime map can be found in Hiperwind deliverable D5.1 Remigius et al. (2023)
and D5.4 Abrahamsen et al. (2024b).

6.2 Wind farm reliability map
This section is based on the work reported in Deliverable 5.4 (Abrahamsen et al., 2024b).

One application of the main bearing basic lifetime map of Figure 6.3 is to determine the local
wind environment of the wind turbines of the Teesside wind farm and then to investigate the
spread of the basic main bearing lifetime across the wind farm. This was done by fitting the
annual average wind speed vave and the reference turbulence intensities Iref to the SCADA data
of the 27 Teesside wind turbine and Figure 6.4 shown the resulting L10y map of the wind farm
Abrahamsen et al. (2024b). It is observed that wind turbines at the corner of the wind farm
WT9 and WT19 are predicted to have the shortest basic lifetime L10y in the order of 24 years,
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Figure 6.3: Main bearing basic lifetime L10y shown as function of the annual average wind speed
vave of the Rayleigh distribution and the reference turbulence intensity Iref . The IEC design wind
class IIB of the SWT 2.3 - 93 turbines is shown as a dot and the annual average wind speed
vave = 7.1 m/s of the Teesside offshore wind farm is shown as a vertical dashed line Moros et al.
(2024).

the turbines at the outer edges have a predicted lifetime of approximately 25-26 years and the
middle row of turbines of the farm have a basic predicted lifetime of approximately 27 years.
Turbine WT13 is peaking up with a predicted basic lifetime of about 29 years, but this is believed
to be an artifact of a measurement error, which could not be resolved from the analysis. The
appearance of the map can be explained by the outer turbine being exposed to non-disturbed
wind with higher mean velocity and therefore longer periods with high thrust forces, whereas the
turbines in the center row will experience the wakes from the turbines at the edges which results
in generally lower wind speeds. From the Teesside lifetime map one can determine the failure
probability of the main bearings using the modification factor for reliability a1 of the ISO 281
standard ISO281 (2007). Figure 6.5 shows the cumulative failure probability for all assets in the
wind farm as function of the basic main bearing lifetime. It is seen that one out of the 27 main
bearings is expected to fail after approximately 12-15 years, two out of 27 after 19-24 years,
and 3 out of 27 after 25-32 years. Thus this prediction provided an input to the scheduling of
maintenance of the Teesside wind farm under the condition that the L10y is the correct lifetime
prediction and that no corrections for the operational state of the main bearings are needed. The
latter is discussed as part of the validation activity.

6.3 Validation of the bearing degradation model
This section is based on the work reported in Deliverable 5.3 (Abrahamsen et al., 2024a).

A major challenge identified as part of the Hiperwind work on the physics-based main bearing
lifetime model is how to determine the so-called modification factor for system approach aiso of

98



HIPERWIND 6 COMPONENT RELIABILITY ASSESSMENT (WP5 OUTCOMES)

Figure 6.4: Main bearing basic lifetime L10y shown for the position of the wind turbines WT1 to
WT27(red numbers) of the Teesside wind farm in units of the turbine rotor diameter.

the ISO 281 standard ISO281 (2007) from the aeroelastic simulation of the turbine loads IEC
(2020). The aiso factor takes into account the viscosity of the grease used to lubricate the main
bearing, and since this is highly temperature dependent, then one will need to provide some
assumptions about the operating temperature of the main bearing. In the Hiperwind project
a thermal model of the main bearing was proposed based on the frictional heat generation of
the bearing as described by Schaeffler in the note TPI 176 Schaeffler (2013). It was assumed
that the heat capacity of the bearing could be neglected in the thermal model, which described
the expected main bearing temperature as given by the balance between the heat dissipated in
the bearing and the heat transport through the bearing housing as well as the main shaft going
to the hub flange. Thus, the model is not able to describe the time delay of a temperature
increase if the heat input is changed, but assumes that the bearing is attaining the long-term
equilibrium temperature instantaneously. This simplification allows one to solve for the main
bearing temperature directly from the many factors of the ISO 281 needed to estimate the
aiso factor ISO281 (2007). The Hiperwind thermal model was validated against the measured
main bearing temperatures observed in 2019 and Figure 6.6 shows the comparison between the
main bearing temperatures measured in 2019 and the predicted main bearing temperature from
the physics-based model of Hiperwind Abrahamsen et al. (2024b). It is observed that there is a
reasonably good agreement in terms of the range of the operation temperatures, and this provides
confidence that the lifetime estimation, including the aiso, should be correct. By assuming that
the grease of the main bearing can be considered completely clean with a contamination factor of
eC = 1.0, the lowest aiso factor found was approximately 8. This indicates the modified lifetime
of the main bearing must be multiplied by this factor of 8, whereby the predicted modified lifetime
of the main bearings becomes approximately 200 years. This is considerably longer than the 25-

99



HIPERWIND 6 COMPONENT RELIABILITY ASSESSMENT (WP5 OUTCOMES)

Figure 6.5: Failure probability of the main bearing of the Teesside wind farm as function of the
basic lifetime L10y. The horizontal dashed lines indicate a failure rate corresponding to 1, 2, and
3 out of the 27 turbines experiencing bearing failure.

year design lifetime of the SWT 2.3 - 93 turbine and matches the current failure statistics of the
Teesside wind farm, where no main bearings have failed until now. It will, however, be interesting
to follow the failure statics of the Teesside wind farm to determine if the basic or the modified
lifetime will be closest to the observed lifetimes. The challenges of estimating the time-varying
aiso factor for wind turbines is discussed in the Hiperwind deliverable D5.4 Abrahamsen et al.
(2024b) and is considered a challenge for the wind community when applying a physics-based
lifetime model of the main bearings of the turbines.
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Figure 6.6: Probability of observing a main bearing temperature in the SCADA data of the 27
SWT 2.3 - 93 turbines of the Teesside offshore wind farm in 2019 as a function of the wind speed
measured at the turbines. The prediction of the main bearing temperature from the physics-
based thermal model is shown in the red open circles for the reference turbulence intensities
of Iref = 0.14 corresponding to the Teesside offshore wind farm. The predicted main bearing
temperatures of the range of reference turbulence intensities Iref = 0.10 - 0.18 is also shown for
comparison.
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Figure 6.7: Active power generation during Grid voltage sag at 12m/s wind speed. The response
has been simulated using an IEC-2.5MW type 4 wind turbine model in powerFactory.

6.4 Reliability of electrical components and effect of grid events on
mechanical loads

This section summarizes the outcomes of Deliverable 5.2 (Paz et al. (2023)). The objective of
D5.2 was to develop a framework to simulate grid perturbations and their impacts on the turbines
mechanical and electrical components.

6.4.1 Method overview

An integrated model was developed to combine modeling of the electrical components, using
Simulink (The MathWorks Inc. (2024)), with aeroelastic simulations, using DTU’s HAWC2
(Larsen and Hansen (2023)). Such a combined approach allowed for estimating the loads on
the mechanical components induced by grid perturbations and to quantify the lifetime reduction
induced by these events.

A more detailed presentation of the simulation is given in the D5.2 report (Paz et al., 2023).

6.4.2 Results

The simulation framework was used to study the impact of a low voltage ride through (LVRT)
event on the load on the main bearing for the Teesside’s turbine model. During such events the
turbine must keep producing power as illustrated on figure 6.7. Multiple wind-conditions were
simulated, covering the entire operating range of the Teesside’s turbine model. Simulation results
for the main turbines operating channels are shown on figure 6.8. The simulations demonstrate
that even during LVRT events, the turbine can manage torque and rotational speeds, thereby
limiting excessive wear on critical components such as the main bearing. The control strategies
implemented in the modeled system help prevent over-speed and manage torque effectively,
contributing to the turbine’s long-term reliability. Additionally, such time domain simulations
reveal how LVRT affects turbine components, including rotor speed and blade pitch angle. These
simulations form the basis for the fatigue evaluation of mechanical components, providing insights
into the long-term impacts of grid disturbances.
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(a) Wind speed time series for seed no. 3 out of
7 and with a turbulence intensity of Iref = 0.16
for different average wind speeds as given by the
labels

(b)Generator torque of seed no. 3 corresponding
to the wind speed time series given by the labels
and with a LVRT of approximately 1-3 second
starting at t = 20s.

(c) Turbine rotor rotation speed is observed to
increase after the Low Voltage Ride Through and
return to the initial level after 10 seconds.

(d) Blade pitch angle response to the Low Voltage
Ride Through.

Figure 6.8: HAWC2 response time series during Low Voltage Ride Through (LVRT) at t = 20s
under DLC 2.4 with a turbulence intensity of Iref = 0.16. Only 50 seconds out of 100 seconds
are shown to highlight the features after the LVRT, whereas all 100 second time series are used
for the fatigue evaluation.
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6.4.3 Conclusion

The results from this study suggest that while LVRT introduces additional stress on wind turbine
components, modern control systems and protection hardware like break-choppers are effective
in mitigating its impact. The integrated mechanical and electrical model developed for this
study highlights how LVRT events contribute to increased loads, especially on the drive train
and bearings. However, based on the simulations, these loads remain within acceptable limits,
ensuring compliance with grid codes and operational safety margins.

The Teesside case study provides valuable insights into how integrated frameworks could
predict and mitigate the impact of grid disturbances, extending component lifespan and reducing
maintenance costs. Future work could focus on expanding the analysis to include other drive
train components like the gearbox, using more detailed turbine-specific data.
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7 Impact assessment and optimizations (WP6 outcomes)
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7.1 Optimization of O&M scheduling
An advanced O&M optimization tool is developed in deliverable 6.1 (Charousset and Gruet
(2024)) in the HIPERWIND project. It aims to minimize the cost for replacing the major compo-
nents for offshore wind and the revenue loss due to the downtime caused by MCR (Major Com-
ponent Replacement) through short- and long-term optimization of the maintenance scheduling.

7.1.1 Framework of the optimization

The cost and revenue loss caused by MCR is strongly related to the failure scenarios, the mar-
ket price scenarios, and the weather scenarios that impact the site accessibility and the power
generation. In this O&M optimization tool, we have accounted for these scenarios as follows:

• The statistical models for weather time series generation are variations of Auto-Regressive
Moving Average models (ARMA) that takes into account both the seasonality and the
correlation between weather variables thanks to complementary neural network models. A
statistical criteria was used to select 200 different year-long time series that would represent
the variability due to the stochastic nature of weather variables.

• The pan4res model was used to simulate the behavior of the European electricity system
on the years 2018, 2025, 2030, 2035, 2040, 2045, and 2050 at country and hour resolution.
We then obtained marginal costs time series for each European country. Plan4res is a
stochastic model accounting for meteorological scenarios. A total of 37 marginal costs
scenarios were used in the optimization.

• Reliability models for wind turbine components were used to simulate the failure scenarios
through the life time of the wind farm. In total, 1000 failure scenarios were generated
with each scenario consisting of a sequence of numbers representing the failed components
through the life time of the wind farm. After analysis of the patterns, these 1000 scenarios
were reduced to 104 unique scenarios with different probability.

7.1.2 Formulation of the optimization problem

The optimization problem is formulated into a two-stage optimization problem with different
horizon and time granularity.

In the first stage, a short-term optimization problem is performed to find the optimal schedule
for a given year and a given number of components to be replaced. The output is a cost matrix
with the dimensions of the number of years in the life time of the wind farm (e.g. 25 years) and
the maximum number of components to be replaced (e.g. up to 5 gearboxes in one year). The
horizon is one year, and the time granularity is one day.

In the second stage, a long-term optimization is performed to find the optimal number of
components to be replaced through the life time of the wind farm based on the simulated fail-
ure scenarios through the life time of the wind farm and the cost matrix from the first-stage
optimization. The horizon is the life time of the wind farm, and the time granularity is one year.

7.1.3 Numerical implementation

The short-term optimization was solved with a Monte-Carlo optimisation conducted on all weather
and market price scenarios through the life time of the wind farm and all possible number of
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components to be replaced in one year. For each optimization problem corresponding to a
combination of scenarios, a mixed integer linear programming was implemented.

Two different approaches can be used to solve the long-term optimization problem:
• Deterministic programming approach: solve the deterministic problem on each of the failure

scenarios, and then compute the average;
• Stochastic dynamic programming approach: Solve the stochastic problem on a scenario

tree

7.2 O&M optimization for value
The developed O&M optimization tool was demonstrated by one offshore wind farm in the UK.
The full study is reported in Hiperwind D6.3 (Charousset et al., 2024), with a brief extract below.

The short-term and long-term optimization problems were solved together to quantify the
impact of the optimization of O&M on the cost and revenue of the wind farm throughout its life
time. Though the proposed optimization framework can be applied to account for multiple types
of wind turbine components, only one type of wind turbine component (gearbox) is considered in
the case study. Gearbox replacement requires specialized heavy-lift jack-up vessels, and it takes
about one to two weeks for one gearbox to be replaced.

Three cases were considered in the short-term optimization. The first case features a variable
electricity price based on the price scenarios to simulate the market price. The second case
considers a fixed electricity price to simulate the context of CfD (Contract of Difference) in the
UK. The purpose of the third case is to provide a relatively realistic short-term schedule but
without considering any revenue loss in the cost function. In the comparison, the third case is
referred to as “non-optimized” in terms of revenue loss.

The comparison of the market price case and the non-optimized case shows that the short-
term optimized scheduling may lead to more downtime and sometimes more energy loss, but
always less revenue loss. This may be explained by placing the gearbox replacement in the time
period with a low-wind speed and/or a low electricity price. The comparison of the CfD price
case and the non-optimized case shows that the short-term optimize scheduling always leads to
less downtime and less energy loss, and consequently less revenue loss. This reflects the fact that
the revenue is solely influenced by the wind speed but not by the electricity price that is fixed. In
order to reduce the revenue loss, the gearbox replacement is placed at the low-wind time period.

Three cases were also considered for the long-term O&M, including one reference case, one
recalculated reference case, and one optimized case. Both the reference case and the recalculated
reference case do not involve any optimization. The reference case features replacing a fixed
number of gearboxes for several years and may increase the number of replaced gearboxes after
a few years. The recalculated reference case adapts the reference case to reflect the variation
in the number of failed gearbox throughout the life time of the wind farm. The optimized case
was obtained by performing the long-term optimization based on the gearbox failure scenarios
and the short-term optimization results. The optimal long-term scheduling or decision making
was determined by using stochastic optimization based on the scenario tree created out of the
probabilised scenarios.

Figure 7.1 shows the average revenue loss throughout the life time of the wind farm for 104
failure scenarios. Market price case was used in the short-term optimization. It shows that the
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Figure 7.1: The average revenue loss throughout the life time of the wind farm for the 104 failure
scenarios. Market price case was used in the short-term optimization.

Figure 7.2: Increase in the market value factor throughout the life time of the wind farm for the
104 failure scenarios. Market price case was used in the short-term optimization.

short-term optimization can significantly reduce the revenue loss for all failure scenarios regardless
of the long-term scheduling is optimal or not. The optimized long-term scheduling can generally
further reduce the average revenue loss, but the change shows a strong variation with the failure
scenario and whether the short-term scheduling is optimized.

Figure 7.2 shows the increase in the average market value factor throughout the life time
of the wind farm for the 104 failure scenarios with market price case used in the short-term
optimization. It shows that while the short-term optimization always increases the market value
factor, the long-term optimization only increases the market value factor from 2034 to 2047.
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7.3 LCOE modelling tool and Hiperwind impact assessment
This section summarizes the outcomes of Deliverable 6.2 (Jacquet, 2024). The objective of
Deliverable 6.2 was to determine the impact of the technologies developed in HIPERWIND on
the Levelized Cost of Energy (LCOE). Inputs for this deliverable were provided by work package 4
(mass reduction of the structural components) and work deliverable 6.1 (optimized maintenance
schedule).

7.3.1 Method overview

A modular framework for LCOE calculation was developed with the objective of providing enough
granularity to assess the specific impact of a technology improvement (e.g., reduction of the mass
of a component) while considering the value chain in its globality. In this architecture, the CAPEX
is modelled as the sum of three main components, namely the turbine, balance of plant (BoP)
and owner costs. Each of the categories is broken down in sub-components for more granularity.
Similarly, OPEX is defined as the sum of the operation costs, assumed to be proportional to the
wind farm annual energy production (AEP), and the maintenance costs. For the maintenance
cost, several activities are defined, each one associated with a given probability of occurrence
and costs (including material and vessel). Monte-Carlo simulation is used to define the number
of activities to perform during a year, given their probability of occurrence. The resulting cost is
the sum of the individual activity costs.

A more detailed description of the LCOE model and its component is given in Jacquet (2024).

7.3.2 Cost reductions from HIPERWIND improvements

The mass reductions for the tower (≈ 18%) and foundation (≈ 25%) provided by work package
4 (Cousin et al. (2024)) can easily be converted to reductions in cost, considering that, for
structural steel components, eighty percent of the cost arises from the material mass. Considering
the contributions of these two components to the turbine and BoP costs, this results in 4.32%
reduction of the overall CAPEX. Such a result fits within the targeted range for CAPEX reduction
that was estimated at the beginning of the project ([4%, 6%]).

The optimized maintenance schedule from deliverable 6.1 (Charousset and Gruet (2024))
allows for a 14% reduction of the repair time needed for gearbox replacement. This directly
impacts the vessel costs, and, thus, the maintenance costs. Generalizing this finding to all major
components replacement, this translates into a reduction of the OPEX for the Teesside wind
farm of 7.48%. The OPEX reduction, therefore also fits within the targeted range ([5%−10%]).
Reduction of the turbine downtime also impact the wind farm annual energy production. The
gain is estimated to be approximately 0.3%. The fact that this gain is small in comparison
with the downtime reduction from deliverable 6.1 is explained by the fact that major component
replacement only have a limited contribution to the overall availability losses. The latter are
essentially caused by minor maintenance activities for which no optimization was performed in
the context of HIPERWIND.

7.3.3 LCOE results

The LCOE is calculated for the Teesside wind farm, both with (optimized case) and without
(baseline case) considering the HIPERWIND improvements. Results are summarized in the table
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Table 7.1: Results for LCOE calculation for the Teesside wind farm both for the baseline and
optimized case.

Baseline Optimized ∆rel

$/MWh %

CAPEX 136.1 130.20 −4.32%
Turbine 48.75 47.32 −2.9%

BoP 83.86 79.39 −5.3%
Owner’s costs 3.49 3.49 0%

OPEX 64.5 60.9 −6.8%
Operation 8.37 8.37 0%

Maintenance 56.08 51.72 −7.8%

Total 200.55 190.29 −5.12%

7.3.3 and shown on the figures 7.3 and 7.4 for the baseline and optimized cases respectively. The
LCOE reduction is found to be 5.12% for the Teesside wind farm.

LCOE is also calculated for a virtual wind farm of 75 × 8MW turbines. The latter, inspired
by the work of NREL (Stehly and Duffy (2021)), is chosen to be more representative of the wind
farm that were installed over the past years and to highlight the dependency of LCOE to design
choices that are not part of the HIPERWIND scope. The turbine rating, for instance, was found
to have a significant influence on the OPEX. Indeed, a smaller rating requires more turbines
to be installed in order to reach a fixed farm output, inducing a larger number of maintenance
activities and increased costs. The interest rate was also adjusted for the LCOE calculation of
the virtual wind farm to be representative of the current state of the market (≈ 6%), compared
to the Teesside wind farm that was simulated using an interest rate representative of the early
2010s (≈ 12%). Results for the virtual wind farm are summarized in the table 7.2, and show
on the figures 7.5 and 7.6 for the baseline and optimized cases respectively. For this scenario,
the LCOE reduction is found to be 10.36%, which exceeds the initial target of 9% set at the
beginning of the project.

Considering several scenarios for LCOE calculation highlights the dependency of the metric to
parameters that are not directly within the scope of HIPERWIND. The wind farm design (turbine
rating) and the cost of capital are key parameters that drastically influence the LCOE of a given
project. The consequence is that, for the case of the Teesside wind farm, the LCOE reduction
is estimated to approximately 5%, which is lower than the target set at the beginning of the
project, even though the intermediate targets are met for both the CAPEX and OPEX reduction.
Conversely, applying the same cost reductions to the virtual wind farm ultimately makes the
LCOE drop by more than 10%, which exceeds the project target.
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Figure 7.3: LCOE results for the Teeside wind farm without considering HIPERWIND improve-
ments (baseline case)

Figure 7.4: LCOE results for the Teeside wind farm considering all HIPERWIND improvements
(optimized case)
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Baseline Optimized ∆rel

$/MWh %

CAPEX 64.19 61.25 −4.6%
Turbine 23.00 22.26 −3.2%

BoP 39.55 37.35 −5.6%
Owner’s costs 1.65 1.64 −0.3%

OPEX 28.43 21.78 −23.4%
Operation 8.41 8.3 −0.3%

Maintenance 20.03 13.40 −33.1%

Total 92.62 830.3 −10.36%

Table 7.2: Results for LCOE calculation for the virtual wind farm both for the baseline and
optimized case.

Figure 7.5: LCOE results for the virtual wind farm without considering HIPERWIND improve-
ments (baseline case)
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Figure 7.6: LCOE results for the virtual wind farm considering all HIPERWIND improvements
(optimized case)
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8 Conclusions
Below is a brief summary of the primary conclusions from the project:

• We showed practical examples of design under uncertainty
• Along the way, we obtained a number of useful scientific results, model chain improvements,

and software tools
• Understanding uncertainties leads to design improvements
• An integrated design approach is critical for efficient design
• A significant LCOE reduction was achieved (but cost of capital is a major external factor).

We have also identified several areas where further work is necessary:
• Understanding uncertainties in structural/material properties
• Full-scale Reliability-Based Design Optimization (RBDO) needs further efficiency improve-

ments in order to become practical
• Ensuring others can use the Hiperwind results (dissemination and tool releases).
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9.1 List of project deliverables
All public deliverables are available on www.hiperwind.eu and in the EU CORDIS document
system, https://cordis.europa.eu/project/id/101006689. At the time of completion of this report,
several deliverable reports were not formally released yet and the links to the reports are not
available.

No. Title Dissemination
level

Reference

D1.1 Supply of measurement data to the neces-
sary parties from the appropriate platform

Confidential

D1.2 Design brief for the use cases and models in
engineering tools

Confidential

D1.3 Baseline FLS and ULS simulation results
from the use cases

Confidential

- Design brief of HIPERWIND offshore wind
turbine cases: bottom fixed 10MW and
floating 15MW

Public Link

D2.1 Atmospheric-wave multi-scale flow mod-
elling that will resolve the flow fields from
mesoscale to farm/turbine scale

Public Link

D2.2 Realistic representation of nonlinear wave
conditions applicable for offshore wind tur-
bine design

Public Link

D2.3 Environmental joint probability distributions
and uncertainties

Public Link

D3.1 Wind farm parameterization and turbulent
wind box generation

Public Link

D3.2 Turbine loading and wake model uncertainty Public Link
D3.3 Aero-servo-hydro-elastic model uncertainty Public Link
D4.1 Novel surrogate modelling approaches for

wind turbine reliability assessment.
Public Link

D4.2 Methods for efficient ULS reliability calcula-
tions and their impact on probabilistic design

Public

D4.3 Methods for adaptive calculation of FLS
loads and reliability, and their impact on
probabilistic fatigue design

Public

D4.4 Floating wind turbine structural design pro-
cedure including SLS

Public

D4.5 Validation of the newly developed FLS and
ULS distribution predictions and quantifica-
tion of the resulting uncertainty reduction

Public
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D5.1 Offshore wind turbine drivetrain component
degradation and lifing models

Public Link

D5.2 Quantification of the impact of electrical
events on drivetrain mechanical component
degradation.

Public Link

D5.3 Validation of component lifing and reliability
models including grid events

Public

D5.4 Development and implementation of proba-
bilistic and uncertainty quantification meth-
ods for reliability sensitivity analysis

Public

D6.1 Advanced O&M model Public
D6.2 Quantification of the impacts of HIPER-

WIND on LCoE
Public

D6.3 Quantification of the impacts of HIPER-
WIND on Market Value

Public
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9.2 List of software tools created in the project
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Table 9.2: List of dedicated software tools developed during the project
Tool name Short description Link/reference

Hipersim A tool for turbulence box generation and applica-
tion of constraints. Available as a Python pack-
age under the MIT license.

Dimitrov et al. (2024b)

Gitlab repository
SADLES: This is a tool in Fortran equipped with processing

codes in Python. The tool implements an Actu-
ator Disc Model within the large eddy simulation
(LES) component of WRF, without turbine con-
trol integration for now. There is a published
paper

Bui et al. (2024)

WaveCoh: This tool, developed in Python and MAT-
LAB, enables wind-wave decomposition from off-
shore measurements or high-frequency model
data. Additionally, it includes a theoretical wave-
affected coherence function for generating turbu-
lence boxes over the swell sea-state conditions.
There is a published paper

Bakhoday-Paskyabi
(2024)

Offline WRF-
Swell coupling:

This tool features a few wave modules devel-
oped within WRF mesoscale model, incorporat-
ing various wave parameterizations to facilitate
the offline coupling of the wave field to the over-
lying wind. It also includes a parameterization for
wind-and-wave misalignment to enhance model
accuracy and effectiveness.

We have submitted a pa-
per on this work, and
the tools will be released
publicly as soon as possi-
ble.

O&M Opti-
mization Tool

A tool combining short-term and long-term
optimization routines to reduce maintenance
costs through improving component replacement
schedules.

Proprietary (EDF).

WAVEKit:
Wind Asset
Value Eco-
nomics Toolkit

A comprehensive toolkit in Python for analyz-
ing the economic viability of offshore wind en-
ergy projects. The tool chain provides tools and
scripts to calculate the Levelized Cost of Energy
(LCOE) and perform economic analysis.

Tool under review. Pub-
lic release planned for
November 2024.

otkerneldesign A Python Package for sampling using the Ker-
nel herding method. Based on the OpenTURNS
uncertainty treatment platform.

Repository link
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9.3 Links to additional project resources
The project website, containing links to deliverables, videos from event recordings, and other
results:

www.hiperwind.eu

Hiperwind activities provided inputs to the Probwind project (funded by the Danish Energy
Agency through the EUDP programme with grant number 64019-0587). Specifically, the pro-
posed synthetic gust shapes in D10: Pre-standard for Probabilistic Design and Background Doc-
ument are developed as part of Hiperwind: https://vbn.aau.dk/files/713487195/ProbWind D10-
Pre-standard for probabilistic design and background document v2.pdf
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9.4 External peer-reviewed publications generated by Hiperwind as of
September 2024
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URL https://onlinelibrary.wiley.com/doi/abs/10.1002/we.2762

M. Kelly. Flow acceleration statistics: a new paradigm for wind-driven loads, towards proba-
bilistic turbine design. Wind Energy Science, in press, 2024. doi: 10.5194/wes-8-975-2023

N. Dimitrov, M. Pedersen, and Ásta Hannesdóttir. An open-source python-based tool for
mann turbulence generation with constraints and non-gaussian capabilities. Journal of Physics:
Conference Series, 2767(5):052058, jun 2024b. doi: 10.1088/1742-6596/2767/5/052058. URL
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S. Marelli, S. Schar, E. Vanem, C. Agrell, O. Gramstad, and H. Wang. End-to-end wind turbine
design under uncertainties: a practical example. Journal of Physics: Conference Series, 2767(8):
082017, jun 2024a. doi: 10.1088/1742-6596/2767/8/082017. URL https://dx.doi.org/10.1088/
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S. Dou and N. Dimitrov. Modelling of turbine power and local wind conditions in wind farm
using an autoencoder neural network. Journal of Physics: Conference Series, 2265(3):032069, may
2022. doi: 10.1088/1742-6596/2265/3/032069. URL https://dx.doi.org/10.1088/1742-6596/
2265/3/032069

E. Vanem, E. Fekhari, N. Dimitrov, M. Kelly, A. Cousin, and M. Guiton. A Joint Probability
Distribution Model for Multivariate Wind and Wave Conditions. In Volume 2: Structures, Safety,
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